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Abstract
A novel integrated-control architecture has been tested in nonlinear, one-dimensional
simulations using the control-oriented transport simulator (COTSIM©) and in DIII-D
experiments. Integrated architectures that can perform continuous-mission control while also
handling off-normal events will be vital in future reactor-grade tokamaks. Continuous-mission
controllers for individual magnetic and kinetic scalars (thermal stored-energy (W),
volume-average toroidal rotation (Ωφ), and safety factor profile (q ) at different spatial
locations) have been integrated in this work with event-triggered neoclassical tearing-mode
(NTM) suppression controllers by combining them into an architecture augmented by a
supervisory and exception handling (S & EH) system and an actuator management (AM)
system. The AM system, which enables the integration of competing controllers, solves in real
time a nonlinear optimization problem that takes into account the high-level control priorities
dictated by the S & EH system. The resulting architecture offers a high level of integration and
some of the functionalities that will be required to fulfill the advanced-control requirements
anticipated for ITER. Initial simulations using COTSIM suggest that the plasma performance
and its MHD stability may be improved under integrated feedback control. In addition, the
integrated-control architecture has been implemented in the DIII-D plasma control system and
tested experimentally for the first time ever in DIII-D in a high-q min scenario, which is a
candidate for steady-state operation in ITER.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Advanced-control techniques will be required during ITER’s
high-performance operation phase in order to realize the
Q = 10 mission and/or steady-state operation [1]. However,
some of the control challenges that ITER will face have not
been fully explored yet in present fusion devices. One of

∗ Author to whom any correspondence should be addressed.

these challenges is the problem of control integration. In an
integrated-control design, its different components must com-
municate with each other, share available actuation resources,
and work in a coordinated fashion. Such integration must
ensure a robust operation under nominal conditions but also
in the presence of off-normal events such as plasma-state
changes and hardware failures. Achieving the necessary level
of integration of the different components within an advanced-
control plasma control system (PCS) architecture becomes a
necessity to enable fusion and maximize energy production in
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ITER and future fusion-power plants. The need for an ITER
PCS with a higher degree of integration than present PCSs was
already identified during its conceptual design [2]. Nonethe-
less, the integration endeavor is particularly challenging in
ITER, which will make use of more than 40 diagnostic systems
in real time, perform many tens of control tasks, and gener-
ate hundreds of individual-actuator signals [3]. Such control
requirements motivate the development of novel PCS compo-
nents that are essential in an integrated-control architecture,
such as supervisory and exception handling (S & EH) sys-
tems that introduce both off-line and real-time changes in the
discharge control priorities, and actuator management (AM)
systems that enable optimal usage of the available actuators
that are shared by the different control algorithms, while also
ensuring actuation within physical saturation limits.

Control integration has been successfully employed in other
areas including combustion power plants [4] or chemical
reactors [5] in which process efficiency and machine pro-
tection are vital. In recent years, the fusion community has
started to pay attention to the integrated-control problem by
developing PCS architectures that include some of the afore-
mentioned components and functionalities [6–11]. In [6], an
integrated architecture with some S & EH and AM functional-
ities was developed and tested in simulations with the objec-
tive of achieving NTM suppression and safety-factor profile
(q ) control. In [7], integrated control strategies for NTM sup-
pression and β control were tested in the ASDEX-U toka-
mak together with an electron–cyclotron heating and current
drive (ECH & CD) management scheme. The work in [8–10]
presents a generic integrated-PCS architecture with special
emphasis on its S & EH functionalities [8, 10] and a task-based
AM approach [9]. The architecture was tested in the TCV toka-
mak using up to three ECH & CD launchers and one neutral
beam injection (NBI) system, and in ITER simulations using a
broader array of actuators [9]. The work in [11] focuses on
the development of NTM suppression control-techniques in
TCV, and tests them together with regulation of β and a model-
estimated q -profile using the PCS architecture from [8, 9]. In
other previous work, like [12, 13], integrated controllers are
proposed for combined magnetic and kinetic control, although
the main elements of an integrated architecture, like S & EH
systems and AMs, are not present. In addition, pieces of work
like [14, 15] focus solely on the development of S & EH algo-
rithms, whereas other work (e.g. [16]) centers its attention on
developing strategies for AM.

In the context of developing the necessary integrated-
control architectures for present devices and future burning-
plasma tokamaks, the main contribution of this work is not
the synthesis of individual controllers [17–19] but the design
and experimental testing of an integrated-control architec-
ture powered by an optimization-based AM system for simul-
taneous regulation of kinetic, magnetic, and MHD-related
plasma properties. The architecture integrates four types of
components: (i) individual controllers for plasma kinetic vari-
ables (namely, the thermal stored-energy, W, and the volume-
average toroidal rotation, Ωφ [17]), plasma magnetic variables
(namely, the central safety factor, q 0, and edge safety factor,
q e [18]), and MHD-related variables (namely, the magnetic

island width w), (ii) controllers for NTM suppression that use
localized ECH & CD and are based on active-suppression tech-
niques [20] and pre-emptive stabilization [21], (iii) the off-
normal and fault response (ONFR) system [15], which offers
some S & EH capabilities, and (iv) a novel AM algorithm
based on nonlinear, real-time optimization. The overall con-
trol scheme is nonlinear and robust, and has been designed
and tested in one-dimensional (1D) nonlinear simulations and
DIII-D experiments using the ohmic coil, NBI systems, and
ECH & CD launchers as actuators.

While preliminary ideas and results on optimization-based
AM were presented in [22, 23], the integrated-control archi-
tecture proposed in this work represents a significant gener-
alization effort in many aspects. First, the integrated-control
architecture is augmented by incorporating S & EH function-
alities (ONFR system). Second, a larger set of both kinetic and
magnetic control objectives (e.g. rotation, local values of the
safety factor, NTM island width) are simultaneously handled
and integrated. Third, not only continuous-mission controllers
but also event-triggered controllers (NTM suppression) are
integrated under the S & EH and AM systems. Fourth, the
real-time optimization-based AM algorithm is now capable of
solving not only overactuated but also underactuated problems
while at the same time incorporating constraints dictated by the
S & EH system. Finally, the control-integration solution pre-
sented in this work offers a higher degree of maturity due to its
practical implementation in the DIII-D PCS and experimental
testing in DIII-D.

The controllers integrated under the proposed architecture
in this work are designed to regulate individual-scalarvariables
(i.e. W, Ωφ, q 0, and q e) instead of whole profiles3 as in [19], for
instance. This decision responds purely to the controllability
boundaries imposed by the relatively limited actuation capa-
bility sometimes found in some tokamak control problems.
As more simultaneous control objectives are added, regulat-
ing either the value of the profile at particular spatial locations
(e.g. q 0 and q e rather than the whole q profile) or a spatial
average/integral of the profile (e.g. W rather than the whole
plasma-pressure profile) may be the only attainable goals. This
is specially relevant in reactor-grade tokamaks with a higher
degree of actuator sharing and a larger number of control tasks.
It is important to emphasize, however, that if controllability
were not an issue, the integrated-control architecture proposed
in this work could also handle controllers designed for ‘whole
profile’ regulation. The individual-scalar controllers in this
work are synthesized independently of each other by means of
zero-dimensional (0D) control-oriented, physics-based mod-
els of the plasma dynamics. Uncertainties are included in
the control-synthesis models to characterize partial lack of
physics modeling and/or knowledge, enabling robust-control
design. In addition, NTM-suppression controllers, which have
been developed in previous work [20, 21], are included in the
integrated-control scheme to steer the ECH & CD toward the

3 In this context, ‘whole profile’ regulation means that control of a particular
profile at a high number of nodes (i.e. so that most of its spatial domain is
covered) is attempted.
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Figure 1. Schematic of the integrated-control architecture developed in this work.

location where NTMs are or may be developing. The inte-
gration of kinetics, magnetics, and NTM control make this
work stand out from previous work focused exclusively on
NTM-suppression in DIII-D. Moreover, the design of a non-
linear EC-power controller that ensures a particular rate of
suppression represents a novel contribution to present efforts
on NTM-suppression integration.

This paper is organized as follows. The overall integrated-
control architecture is described in section 2. The mod-
els utilized for control synthesis are presented in section 3.
The components of the control architecture are described in
section 4. In particular, section 4.1 presents a generic con-
trol synthesis of the individual-scalar controllers, section 4.2
briefly describes the NTM-suppression controllers, section 4.3
briefly describes the S & EH system, and section 4.4 intro-
duces the AM algorithm employed in this work. Nonlinear, 1D
simulation results using control-oriented transport simulator
(COTSIM©), which uses simulation models that are signifi-
cantly more complex [19] than the control-synthesis models
in section 3, are presented in section 5. Initial DIII-D experi-
mental results are presented in section 6. Finally, a conclusion
and possible future work are stated in section 7.

2. Overview of the integrated-control architecture
for individual-scalar regulation and NTM
suppression

A functional diagram of the PCS architecture developed in this
work is shown in figure 1. It is considered that the actuators
available for control are the ohmic coil, NBIs, and steerable
ECH & CD, so that the controllable inputs to the tokamak-
plasma system are the total plasma current, Ip, NBI powers,

PNBI,i (i = 1, . . . , NNBI, where NNBI is the total number of NBI
groups4), and EC powers and radial location of the localized
ECCD, PEC, j and ρ̂EC, j, respectively ( j = 1, . . . , NEC, where
NEC is the total number of EC launchers). During operation,
plasma data is measured in real time by the different diagnos-
tic systems in the tokamak vessel. This data is processed in real
time (e.g. profile estimation and/or equilibrium reconstruc-
tion), and an estimation the plasma state is sent to the S & EH
system as well as to the different feedback (FB) controllers
(i.e. the individual-scalar controllers and NTM-suppression
controllers).

In addition, the S & EH algorithms receive the control tar-
gets, feedforward (FF) inputs, control priorities, and other rele-
vant scenario parameters as set up by the control operator. The
control targets and FF inputs may be modified by the S & EH
algorithms before they are sent to the FB controllers. More-
over, the off-line control priorities set up by the control opera-
tor (which would usually be related to discharge-phase control
requirements) can be updated by the S & EH algorithms in real
time when potential off-normal events are identified based on
the plasma state.

The individual-scalar controllers and NTM-suppression
controllers try to fulfill their particular control goals by com-
puting high-level, individual actuation requests that are func-
tions of Ip, PNBI,i, PEC, j, and ρ̂EC, j, such as, for example, the
total injected power necessary for W control, the NBI torque
required for Ωφ control, or the localized current deposition
desired for q control. These high-level actuation requests are
sent to the AM algorithm, which also receives information

4 In this work, a group is considered as a set of actuators whose powers are
regulated as a single controllable input.
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from the actuator systems (i.e. maximum/minimum physical-
saturation limits and actuator failure flags). Together with
the control priorities, the AM algorithm computes the low-
level actuator requests (i.e. the controllable inputs, Ip, PNBI,i,
PEC, j, and ρ̂EC, j) that achieve the high-level actuation requests
as closely as possible. This is done by solving a nonlinear-
optimization problem in real time. It must be kept in mind that
there are other low-level actuator requests (e.g. NBI voltage
and modulation timing, ohmic coil current/voltage, etc) which
are essential in terms of actuator safety and reliability. How-
ever, in this work, these other low-level actuator requests are
considered to be regulated by dedicated actuator hardware-
control systems, and not by the PCS itself (although, from
a mathematical perspective, the AM algorithm in this work
could be employed to handle such AM problems as well).

Some additional considerations about the integrated archi-
tecture described in figure 1 can be noted. First, the S & EH
algorithms do not receive direct information from the actuator
systems, and the actuator manager is in charge of dealing with
potential actuator failures. Architectures with S & EH algo-
rithms that take into account actuator status may have a higher
degree of integration (e.g. [8]). Nonetheless, as shown in
sections 5.2 and 6, the present architecture efficiently manages
a large array of actuators both in simulations and DIII-D exper-
iments. Second, the FB controllers are not resource-aware
algorithms, so the responsibility of limiting the actuator com-
mands to physical actuation limits rests entirely on the actu-
ator manager. This is one of the integrated-architecture types
envisioned within [16], although other work has also consid-
ered schemes with resource-aware controllers [10]. Finally, the
architecture is specially designed to use NBI, ECH & CD, and
the central solenoid, but its design can be directly extrapolated
to tokamaks with other actuators such as ion cyclotron heating
or lower hybrid, and other coils.

3. Plasma models for control synthesis

3.1. Central and edge safety-factor dynamics

The plasma geometry is described by a single spatial coordi-
nate, ρ !

√
Φ

πBφ,0
, where Bφ,0 is the vacuum field at the geo-

metric axis, and Φ is the toroidal flux [24]. The safety factor,
q , is defined as

q ! −ρ2
bρ̂Bφ,0

∂ψ/∂ρ̂
, (1)

where ψ is the poloidal stream function, ρ̂ ! ρ/ρb, and ρb is
the value of ρ at the last closed magnetic-flux surface.

The central and edge safety factors, q 0 and q e, correspond
to the value of q at the magnetic axis (ρ̂ = 0) and plasma edge
(ρ̂ = 1), respectively. Specifying the value of (1) at ρ̂ = 0 and
ρ̂ = 1 yields

q 0 ! −ρ2
bρ̂Bφ,0

∂ψ/∂ρ̂

∣∣∣∣
ρ̂=0

= − ρ2
bBφ,0

∂2ψ/∂ρ̂2

∣∣∣∣
ρ̂=0

,

q e ! − ρ2
bBφ,0

∂ψ/∂ρ̂|ρ̂=1
, (2)

where L’Hopital’s rule has been applied within the definition
of q 0.

By means of the magnetic-diffusion equation [24] and the
definition of q 0 in (2), a dynamical model can be obtained (the
details can be found in appendix A) as given by

dq 0

dt
= q 0ληuη + q 2

0

NNBI∑

i=1

λNBI,iuNBI,i

+ q 2
0

NEC∑

j=1

λEC, j(ρ̂EC, j)uEC, j + q 3
0λBSuBS

+ δq 0 ! jq 0 + δq 0 , (3)

where λη , λNBI,i, and λBS are model constants, λEC, j are func-
tions of ρ̂EC, j, jq 0 is an auxiliary variable used to denote
the right-hand side of (3) without uncertainties, the variables
u(·) are virtual inputs that depend on the controllable inputs
(namely Ip, PNBI,i, and PEC, j) and the line-average electron
density, n̄e, as given by

uη = (Ip
√

Ptotn̄e
−1)−

3
2 ,

uBS = (Ip
√

Ptotn̄e
−1)−

1
2 n̄e, (4)

uNBI,i = (Ip
√

Ptot)−1 PNBI,i,

uEC, j = (Ip
√

Ptotn̄e
−1)−

1
2 n̄−1

e PEC, j, (5)

and δq 0 is a model uncertainty that bundles partially unmodeled
sources of current that modify the q 0 dynamics.

In addition, using the boundary condition at ρ̂ = 1 of
the magnetic-diffusion equation (see appendix A) and the
definition of q e in (2), a dynamical model can be obtained as
given by

dq e

dt
= −Bφ,0ρ

2
b

(
1

knom
Ip

I2
p

dIp

dt
+ δq e

)
, (6)

where knom
Ip

is a constant model parameter, and δq e is an uncer-
tain term that bundles partially unmodeled changes in the
plasma equilibrium.

The inclusion of model uncertainties in this work, like
δq 0 and δq e , is essential to enable a robust-control design
that can deal with realistic limitations in the understanding
and modeling of the plasma-physics phenomena. The key
idea is that these uncertain terms do not need to be fully
known, i.e. closed analytical expressions for them are not
needed. As long as upper bounds to their absolute values
can be estimated, robust controllers can be synthesized (see
section 4.1). A robust-control design ensures the desired con-
trol performance despite the unknown dynamics embedded
in the model uncertainties, denoted by δ(·) along this paper.
A broad database exists with shots that are relevant for our
scenario of interest, and in which measurements/estimations
of the plasma state are available. Therefore, estimating non-
conservative upper bounds to δ(·) is a feasible task. A database
composed of 23 DIII-D shots has been employed to estimate
δ(·) and their upper bounds. All shots in the database belong to
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the DIII-D high-q min scenario [25], which is a potential can-
didate for the realization of steady-state operation in ITER,
and may require current-profile, energy, and NTM control.
Due to its relevance, such scenario has indeed been employed
for simulation and experimental testing in this work (see
sections 5 and 6, respectively).

3.2. Thermal stored-energy dynamics

A 0D power balance is employed to model the dynamics of W,
which is given by

dW
dt

= −W
τE

+ Ptot + δW , (7)

where τE is the energy confinement time, which is modeled by
the IPB98(y, 2) scaling,

τE = 0.056 2H98(y,2)I0.93
p B0.15

φ,0 R1.97
0 ϵ0.58n̄0.41

e κ0.78A0.19
eff P−0.69

tot ,
(8)

where H98(y,2) is the so-called H factor, ϵ ! a/R0 is the inverse
aspect ratio (where a is the minor radius and R0 is the major
radius), κ is the plasma elongation, and Aeff is the plasma
effective mass [26]. In (7), δW is an uncertain term that char-
acterizes unmodeled changes in the plasma confinement (e.g.
MHD instabilities, electron runaways, etc) or sources of power
(surges in radiated power and/or ohmic power, changes in
auxiliary-source absorption efficiencies, etc). Just like for δq 0

or δq e in section 3.1, it is assumed that an upper bound to |δW |
has been estimated.

3.3. Volume-average toroidal-rotation dynamics

The volume-average toroidal rotation is defined as Ωφ !
1
V

∫
Vωφ dV , where ωφ is the ion toroidal-rotation profile. A

dynamical model for Ωφ can be obtained (see appendix B for
a full derivation of this model) as given by

dΩφ

dt
= − Ωφ

τΩφ

+
1

mpR2
0

(NNBI∑

i=1

kNBI,iPNBI,i + kint
W
Ip

)
+ δΩφ

,

(9)
where τΩφ

! kΩφ
τE is the characteristic time of the Ωφ dynam-

ics, kΩφ
is a model constant, τE is modeled by (8), mp is

the total plasma mass, kNBI,i are model parameters for the
torque deposition of the ith NBI, kint is a model parame-
ter for the intrinsic-torque effects [27], and δΩφ

is a model
uncertainty that characterizes other unmodeled sources of
torque within the plasma, and for which a bound can be
estimated.

3.4. Magnetic-island width dynamics

The dynamic evolution of the magnetic-island width, w
(depicted in figure 2), is modeled by the modified Ruther-
ford equation. For consistency with the NTM-suppression con-
trollers developed in previous work, the version utilized in this

work is derived from that in [21] (see appendix C for details),

τR

r
dw

dt
= ∆′

0r + a2
jBS(ρ̂NTM)
jφ(ρ̂NTM)

Lq

w

(
1 −

w2
marg

3w2

)

− a2Lq

jφ(ρ̂NTM)

⎡

⎣
k=NEC,pre∑

k=1

(
F∗

pre,k +
Kpre,k

w

)
j max

pre,k

+

(
F∗

act +
Kact

w

)
jmax
act

⎤

⎦ , (10)

where τR is the island’s resistive diffusion time, r is the
radial location of the island (see figure 2), ∆′

0 is the classi-
cal tearing stability index (approximated as ∆′

0r ≈ −m for a
mode at q = m/n), a2 is a geometric factor, jBS is the boot-
strap current density, jφ is the toroidal current density, ρ̂NTM

is the location of the island’s O-point expressed in terms of
ρ̂, Lq !

(
q /|dq /dr|

)
|ρ̂NTM is the local magnetic-shear length,

and wmarg is the marginal island-width. The third term on
the right-hand side of (10) models how w is affected by the
pre-emptive [21] EC launchers (where the summation is done
for k = 1, . . . , NEC,pre, and NEC,pre is the total number of pre-
emptive EC launchers) and active-suppression EC group [20],
so j max

pre,k is the maximum current-density driven by the kth pre-
emptive launcher, j max

act is the maximum current-density driven
by the active-suppression group, and Kpre,k, F∗

pre,k, Kact, and F∗
act

are functions that depend on the ECH & CD alignment with the
magnetic island O-point [21].

To close the model, the island’s resistive diffusion time
is modeled as τR = µ0πrw

1.22η(ρ̂NTM) [21], whereas the marginal-
island width is estimated as wmarg = 2

√
ϵρi,θ, where ρi,θ =

2.043 × 10−4
√

TD(ρ̂NTM)/Bθ (ρ̂NTM)), TD is the temperature
of the deuterium ions, and Bθ is the poloidal magnetic field.
A tight coupling between deuterium-ion and electron temper-
atures is assumed in this control-synthesis model as given by
TD ≈ 2Tprof

e Ip
√

Ptotn̄−1
e , where Tprof

e is a model profile. It is
considered that jφ, ρ̂NTM, Lq , and Bθ are available in real time
because they can be calculated from a real-time estimation of
the q profile (see, for example, [28]). However, although q 0
and q e control is considered in this work, complete regulation
of the whole q profile is not ensured. Therefore, the values of
jφ, ρ̂NTM, Lq , and Bθ derived from q are treated as inputs to the
system that are not directly controlled.

3.5. Control-synthesis model summary and individual-scalar
control goal

The control-synthesis model described in section 3.1 through
section 3.4 is summarized as

d
dt

⎡

⎢⎢⎢⎢⎣

q 0

q e

W
Ωφ

w

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎣

f q 0(q 0, Ip, PNBI,i, PEC, j, ρ̂EC, j, n̄e, δq 0 )
f q e (q e, Ip, δq e)

fW(W, Ip, PNBI,i, PEC, j, n̄e, δW)
fΩφ

(Ωφ, W, Ip, PNBI,i, PEC, j, n̄e, δΩφ
)

fw(w, Ip, PNBI,i, PEC, j, ρ̂EC, j, q , n̄e)

⎤

⎥⎥⎥⎥⎦
, (11)
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Figure 2. Schematic of the magnetic-island geometry for a mode with poloidal and toroidal mode numbers m and n, respectively. In this
figure, the variables θ and φ denote the poloidal and toroidal mode angles, respectively.

or equivalently,
dx
dt

= f (x, u, δ, t), (12)

where the state vector is given by x = [q 0, q e, W,Ωφ, w]T,
the controllable-input vector is given byu = [Ip, PNBI,1,
. . . , PNBI,NNBI , PEC,1, . . . , PEC,NEC , ρ̂EC,1, . . . , ρ̂EC,NEC ]T, δ =
[δq 0 , δq e , δW , δΩφ

]T is the vector of uncertainties, and
f = [ f q 0 , f q e , fW , fΩφ

, fw]T, where the functions f q 0 , f q e ,
fW , fΩφ

, and fw are given by the right-hand sides of (3), (6),
(7), (9) and (10), respectively. The dependence of the state
function f with t in (12) is due to the inputs n̄e and q .

For each state-vector component, denoted by
xk (k = 1, . . . , 5), the control goal of the associated con-
troller is to regulate xk around a target x̄k for all values
δk ∈ [−δmax

k , δmax
k ] (where δmax

k is the bound for the uncertainty
δk associated with xk) by means of u, where u ∈ [umin, umax],
and umin and umax are the minimum and maximum saturation
limits for u, respectively. It can be noted that the magnetic-
island width subsystem described by fw, equation (10), does
not include any uncertainty, so δ5 ≡ 0.

4. Components of the integrated-control
architecture

4.1. Individual-scalar controllers

4.1.1. Kinetic and magnetic scalar controllers. These con-
trollers calculate the required values of j q 0 , Ip, Ptot, and TNBI

(denoted as j req
q 0

, Ireq
p , Preq

tot , and T req
NBI, respectively) to regulate

q 0, q e, W, and Ωφ, respectively. To simplify the presentation
of these controllers in this section, a generic derivation is used
with xk, δk, and fk (which denotes each of the components
of f ), for k = 1, . . . , 4. The high-level actuation requests are
denoted as j req

q 0
! Ureq

1 , Ireq
p ! Ureq

2 , Preq
tot ! Ureq

3 , and T req
NBI !

Ureq
4 , and generically as Ureq

k . For real-time calculation pur-
poses, it is assumed that an estimation of xk is available (as
is the case in DIII-D [28]).

The control synthesis of each controller has two steps. In
the first step, a nominal controller is synthesized with δk ≡ 0.
Setting the right-hand side of fk as

fk(xk, Unom,req
k , 0, t) ! −Kk

Px̃k − Kk
I

∫ tl

t0

x̃kdt +
dx̄k

dt
, (13)

where Unom,req
k is the nominal controllable input, x̃k ! xk − x̄k

is the error variable associated with xk, t0 is the time when
the FB-control for xk is turned on, and Kk

P > 0 and Kk
I > 0 are

the proportional and integral gain, respectively. Using (13), the
nominal W dynamics becomes

dx̃k

dt
= −Kk

Px̃k − KW
I

∫ tl

t0

x̃k dt, (14)

which is an exponentially stable system, i.e. the error dynamics
for xk can be bounded as |x̃k| " k1e−k2(t−t0), for some constants
k1 > 0 and k2 > 0. This can be shown by solving (14) directly,
or by using Lyapunov theory (see appendix D). Therefore,
x̃k → 0 when t →∞ as long as δk ≡ 0 under the nominal FB-
control law (13), or what is the same, xk tends to x̄k, achieving
the desired control goal.

However, in the general case when δk ̸= 0, exponential sta-
bility of the xk uncertain dynamics cannot be ensured. In the
second step of the control synthesis, Lyapunov redesign tech-
niques are employed [29] to overcome this limitation. The
uncertain xk dynamics with Ureq

k ! Unom,req
tot + Urob,req

tot , where
Urob,req

tot is a term that needs to be designed to ensure robustness,
is given by

dx̃k

dt
= −Kk

PW̃ − Kk
I

∫ tl

t0

x̃k dt + f k
δU

rob
tot + δk, (15)

where f k
δ = 1 (for k = 1 and k = 3), f 2

δ = −knom
Ip

/∆t (where
∆t is the controller sampling time), and f 4

δ = 1/(mpR2
0). Using

a Lyapunov function Vk = 1
2 x̃2

k + 1
2 Kk

I

(∫ tl
t0

x̃k dt
)2

, and taking
the time derivative, it is found that

dVk

dt
= −Kk

PW̃2 + x̃k

(
δk + f k

δU
rob,req
k

)
. (16)

Setting Urob,req
k as

Urob,req
k ! −δmax

k

f k
δ

sign(x̃k), if |x̃k| # ϵk,

Urob,req
k ! −

(
δmax

k

)2

f k
δ

x̃k

ϵk
, if |x̃k| < ϵk, (17)
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where ϵk is a design parameter that is chosen such that 0 <
ϵk < |x̃k(t0)|, and |δk| " δmax

k , then dVk
dt can be bounded as

dVk

dt
" −Kk

Px̃2
k + f k

δδ
max
k

(
|x̃k| − x̃k sign(x̃k)

)

" −Kk
Px̃2

k , if |x̃k| # ϵk, (18)

or alternatively, as

dVk

dt
" −Kk

PW̃2 + f k
δδ

max
k |x̃k| −

(δmax
k )2 x̃2

k

ϵk

" −Kk
Px̃2

k +
ϵk

4
, if |x̃k| < ϵk, (19)

where it has been used that f ∗k ! δmax
k |x̃k| −

(δmax
k )2 x̃2

k
ϵk

has an
absolute maximum at δmax

k |x̃k| = ϵk
2 at which f ∗k( ϵk

2 ) = ϵk
4 .

Therefore, it can be concluded that |x̃k| " ϵk after a transient
period during which x̃k is also bounded (see appendix E, in
which µ plays the role of ϵk). Also, in order to have an error
x̃k that is as close to zero as possible (i.e. in order to have
xk → x̄k), ϵk must be taken very small, ϵk → 0.

The high-level actuation requests calculated by the
controllers described in this section, i.e. Ureq

1 = Ureq,nom
1 +

Ureq,rob
1 = j req

q 0
, Ureq

2 = Ureq,nom
2 + Ureq,rob

2 = I req
p , Ureq

3 =

Ureq,nom
3 + Ureq,rob

3 = P req
tot , Ureq

4 = Ureq,nom
4 + Ureq,rob

4 = T req
NBI,

are then sent to the actuator manager (see section 4.4).
In addition, constant values of the ECCD radial location,

ρ̂req
EC, j , are set for individual-scalar control. Such ECH & CD

aiming is determined in an off-line fashion with the pur-
pose of maximizing the performance of the applicable plasma
[30]. The values of ρ̂req

EC, j are sent as actuation requests to the
actuator manager (see section 4.4).

4.1.2. NTM suppression by means of PEC,j. The high-level
actuation requests calculated by this controller are the EC pow-
ers, Preq

EC, j , composed of the active-suppression power, Preq
act ,

and the pre-emptive powers, Preq
pre,k (k = 1, . . . , NEC,pre). It is

considered that Preq
pre,k are fixed and set equal to the maximum

available power. Also, ρ̂EC, j are determined separately by the
NTM-suppression controllers in section 4.2. As a result, the
only variable left for real-time control is Preq

act , for which a con-
troller is designed using Lyapunov theory [29]. For calculation
purposes within this controller, it is assumed that real-time
estimations for w and q exist.

The w dynamics, equation (10), is considered. By setting

j max
act =

Kw
P

w2τR j φ
rLq

+ j BS

wF∗
act + Kact

, (20)

within (10), where Kw
P > 0 is a design parameter, then (10)

becomes

τR

r
dw

dt
= ∆′

0r − τR

r
a2Kw

P w − a2
jBS

j φ

Lq

w

w2
marg

3w2

− a2Lq

j φ

∑

k

(
F∗

pre,k +
Kpre,k

w

)
j max

pre,k. (21)

It is assumed that the pre-emptive action through Preq
pre,k pro-

vides a stabilizing effect, so the last term in (21) is non-
positive. Because the first and third terms on the right-hand
side of (21) are always strictly negative for NTMs, dw/dt
in (21) can be bounded as dw

dt < −a2Kw
P w, i.e. w < w0e−t/τ ,

where w0 is the initial island width, and τ ! 1/(a2Kw
P ).

Therefore, (21) is an exponentially stable system [29]. Set-
ting j max

act as in (20) ensures that w → 0 as t →∞ bounded
by an exponential with characteristic time τ . The required
power for active suppression, Preq

act , is computed from (20)
together with the model for ECH & CD (see (A.3) in appendix
A and/or [31]) and the decomposition into pre-emptive and
active-suppression EC launchers (see section 3.4 and (C.3) in
appendix C), as given by

P req
act =

1

j dep
act (ρ̂max

act )

⎡

⎣ne(ρ̂max
act )

Te(ρ̂max
act )

τR
r

Kw
P j φ
Lq

w2 + j BS

wF∗
act + Kact

−
∑

k

j max
pre,kP req

pre,k

⎤

⎦ , (22)

where ρ̂max
act is the location of the maximum active-suppression

EC current-deposition. It must be noted that, if uncertain-
ties were present within (21) (e.g. to model the influence of
complex physics such as rotation-shear stabilization effects
or others), Lyapunov redesign could be used, similarly as
in section 4.1.1, to design a less conservative estimate of
Preq

act compared to that obtained in (22). Moreover, a similar
approach could be followed to design a controller that is robust
against a potential misalignment between the ECCD aiming
and the island O-point.

4.2. NTM suppression by means of ρ̂EC,j

The high-level actuation requests calculated by these con-
trollers are the required ECCD radial location (denoted by
ρ̂req

pre,k and ρ̂req
act for pre-emptive and active suppression, respec-

tively). Control algorithms that steer the mirror-aiming loca-
tion for NTM suppression have been previously designed and
tested in DIII-D [20, 21], which allow for modifying the ECCD
radial location. This previous work employed two main tech-
niques: pre-emptive stabilization and active suppression. With
pre-emptive stabilization, the corresponding EC powers (i.e.
Ppre,k) are always on and applied at particular q = m/n ratio-
nal surfaces that are prone to NTMs, so that magnetic islands
do not develop. For the aiming, ρ̂req

pre,k are determined in real
time to point at such moving rational surfaces, even if a mode
has not developed. On the other hand, with active-suppression
techniques, the EC power (i.e. Pact) remains off until an NTM
is detected. Then, Pact is turned on, and ρ̂req

act is steered toward
the spatial location of the magnetic island O-point. If suffi-
cient shrinkage of the magnetic island is achieved with active
suppression, the EC power is turned back off. It must be
noted that, in general, the values of ρ̂req

act and ρ̂req
pre,k are differ-

ent, as the rational surfaces that a priori are prone to NTMs

7
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may not be the ones actually developing them. Details regard-
ing modeling, control synthesis, and implementation of these
NTM-suppression controllers can be found in [20, 21].

4.3. Supervision and exception handling: off-normal and
fault-response system, off-line control priorities

S & EH systems will be a critical component in future inte-
grated PCSs. In general terms, an S & EH system receives
information from the plasma state in order to decide, in real
time, the priorities of the control tasks that need to be carried
out for a safe and efficient tokamak operation.

The ONFR system [15], implemented and tested within
the DIII-D PCS, has some S & EH capabilities. It has the
capability of monitoring MHD instabilities like tearing modes
(TMs) with a particular n mode number, as well as other off-
normal events such as locked modes, disruptions, high plasma
density, or high radiated power. With this information of the
plasma state, ONFR calculates the necessary control priori-
ties for a safe plasma operation. In this work, the ONFR sys-
tem has been employed during DIII-D experiments to mon-
itor the NTM development so that, in conjunction with the
individual-scalars controllers, NTM-suppression controllers,
and AM algorithm, simultaneous control objectives can be
attained. The ONFR system determines the NTM-suppression
control priority based on the n mode amplitude. When this
amplitude is above a particular ‘detection’ threshold, the con-
trol priority for NTM suppression is activated. When the
amplitude is below a certain ‘recovery’ threshold (i.e. if the
mode is suppressed), the control priority for NTM suppression
is removed.

In addition to the MHD-monitoring carried out by ONFR,
the control priorities for the other control tasks are defined
in an off-line fashion. These off-line priorities determine the
relative importance of the individual-scalar control tasks. As
an example, there may be periods of time when W control
should be prioritized over Ωφ control, and/or discharge phases
when q e and q 0 control may have the same importance for a
particular scenario.

Both the ONFR-determined and off-line priorities compose
the control priorities that the AM receives. These priorities
may switch in real time. For instance, when an NTM that
needs suppression is detected, the NTM-suppression control
priority is sent to the AM so that the NTM-suppression actua-
tion requests are fulfilled as closely as possible. Control of the
individual scalars would also be attempted simultaneously, if
possible, according to the relative importance set by the off-
line priorities. On the other hand, when there is no need for
NTM suppression, the NTM-suppression control priority is
not activated. Real-time changes to the control priorities are
accounted by means of the design matrices embedded in the
AM algorithm (see section 4.4).

4.4. Actuator manager based on nonlinear, real-time
optimization

Within the PCS architecture proposed in this work, numerous
kinetic, magnetic, and MHD control tasks need to be carried

out, sometimes simultaneously, by a finite number of actu-
ators. Examples include the ECH & CD sharing for NTM
suppression, W , and q 0 control purposes, or the NBI sharing
for W and Ωφ regulation. The goal of the AM algorithm is
calculating, in real time, the controllable-input vector u = [Ip,
PNBI,1, . . . , PNBI,NNBI , PEC,1, . . . , PEC,NEC , ρ̂EC,1, . . . , ρ̂EC,NEC ]T

that fulfills as many control objectives (i.e. actuation requests)
as possible, while also considering actuator limits and avail-
ability, as well as other secondary objectives when possible
(e.g. minimizing the overall control effort). The AM algorithm
is based on real-time optimization [22]. It receives three main
types of information:

• The actuation requests from individual-scalar and NTM-
suppression controllers, namely, Preq

tot , T req
NBI, Ireq

p , j req
q 0

,
Preq

EC, j (i.e. Preq
act and Preq

pre,k), ρ̂req
EC, j , ρ̂req

act , and ρ̂req
pre,k.

• Physical saturation limits from the actuator systems.
• Control priorities and scenario/actuator parameters from

S & EH systems.

The optimization problem that is solved in real time is given
by

min
u,s

uTRu + sTQs, subject to , (23)

Kinetic control constraints:

i=NNBI∑

i=1

PNBI,i +
j =NEC∑

j =1

PEC, j = Preq
tot + sPtot , (24)

i=NNBI∑

i=1

kNBI,iPNBI,i = T req
NBI + sTNBI , (25)

Magnetic control constraints:

Ip = I req
p + sIp , (26)

j q 0 (q 0, Ip, PNBI,i, PEC, j, ρ̂EC, j) = j req
q 0

+ s j q 0
, (27)

ρ̂EC,1 = ρ̂req
EC,1 + sρ̂EC,1 , (28)

...

ρ̂EC,NEC = ρ̂req
EC,NEC

+ sρ̂EC,NEC
, (29)

NTM suppression constraints:

PEC,1 = Preq
EC,1 + sPEC,1 , (30)

...

PEC,NEC = Preq
EC,NEC

+ sPEC,NEC
, (31)

either ρ̂EC,1 = ρ̂req
pre,1 + sρ̂EC,1 , (32)

or ρ̂EC,1 = ρ̂req
act,1 + sρ̂EC,1 , (33)

...

either ρ̂EC,NEC = ρ̂req
pre,NEC

+ sρ̂EC,NEC
, (34)

or ρ̂EC,NEC = ρ̂req
act,NEC

+ sρ̂EC,NEC
, (35)
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Physical saturation limits:

u ∈ [umin, umax], (36)

where s = [sPtot , sTNBI , sIp , s j q 0
, sPEC,1 , . . . , sPEC,NEC

, sρ̂EC,1 , . . . ,
sρ̂EC,NEC

]T is a vector of slack variables that characterize the
fulfillment of a particular actuation request, and Q and R are
design matrices that determine how the different control tasks
and actuators are prioritized.

The concrete meaning of s, Q, and R is explained next.
Each component of s represents a lack or excess in the real-
ization of the related high-level actuation request. Such lack
or excess may be found when reaching saturation limits (e.g.
if Preq

tot is so high that all actuators saturate to their upper
values, then sPtot < 0 will be found—for instance, if the W
controller request is 10 MW but only 8 MW are available,
sPtot = −2 MW) or due to prioritization conflicts with other
control tasks (e.g. if very accurate Ωφ control is requested
that cannot be carried out simultaneously with W control, then
sPtot ̸= 0, or if both W and Ωφ control have the same priority
but cannot be carried out simultaneously, then sPtot ̸= 0 and
sΩφ

̸= 0). The matrix Q has the capability of prioritizing one
or more control tasks against others because it determines how
large the components of s can get. For example, if NTM sup-
pression is needed as determined by the S & EH system, then
the terms in Q related to sPEC, j and sρ̂EC, j will be much higher in
order to make those slack quantities small and prioritize the
use of ECH & CD for this control task. On the other hand,
the matrix R has the capability of prioritizing the use of cer-
tain actuators against others. If an actuator’s control action
becomes ‘expensive’ (for instance, as a protective measure for
excessive power-modulation of an NBI), the terms in R related
to the particular actuator will be increased (in order to use less
of power from that particular NBI). Thus, the AM algorithm
finds the optimal actuator requests u that minimize s while
respecting the control-task and actuator prioritization.

It must be noted that the AM algorithm described in
(23)–(36) allows for carrying out the two main types of actu-
ator sharing envisioned for ITER [3]: simultaneous multiple-
mission sharing (a continuous sharing of actuator(s) for more
than one control task) and repurposing sharing (a fast repur-
pose of actuator(s) from one control task to another, usually as
a result of an off-normal event).

5. Simulation testing of the integrated architecture
using COTSIM

5.1. Plasma models for simulation

The control architecture has been tested in simulations using
COTSIM, a control-oriented code developed by the Plasma
Control Group at Lehigh University. Within this 1D simula-
tion code, different equations are employed to simulate the
current, heating, momentum, and particle transport dynamics,
as well as the magnetic-island width, pedestal, and equilibrium
evolutions.

For the plasma magnetic diffusion, a version of the
magnetic-diffusion equation similar to that in appendix A is

implemented, but generalized to use a 2D time-varying equi-
librium and other types of auxiliary sources like lower-hybrid
or ion-cyclotron heating. For the core Te (the pedestal model
is introduced later), an electron heat-transport equation is
implemented,

3
2
∂ (neTe)

∂t
=

1
ρ2

bĤρ̂

(
ĜĤ2

F̂
χene

∂Te

∂ρ̂

)
+ Qe, (37)

where χe is the electron thermal diffusivity, and Qe is the
electron-heat deposition from different sources, as ohmic, radi-
ation, and electron–ion collision heating. For χe, a number
of analytical models are available for both neoclassical and
anomalous transport, including the Chang–Hinton neoclassi-
cal model [24], a mixed Bohm/gyro-Bohm model [32], or the
Coppi–Tang model [33]. Analytical, physics-based models are
employed to estimate the pedestal evolution [34],

Tped
e =

∆

2nped
e

αcB2
T

2µ0Rped q ped2

, αc = 0.8sped 1 + κ2
95

(
1 + 5δ2

95

)

2
,

(38)
where ∆ is the pedestal width, αc is the maximum normalized
pressure-gradient, Tped

e , Rped, q ped, nped
e , and sped are pedestal-

top values for Te, major radius R, q , ne, and magnetic shear
s ! r

q
dq
dr , respectively, and κ95 and δ95 are the elongation and

triangularity, respectively, of the flux surface that encloses 95%
of the total toroidal flux. For the toroidal rotation profile, ωφ, a
momentum-transport equation adapted from [35] is employed,

mi⟨r2⟩
∂
(
niωφ

)

∂t
=

1
ρ̂Ĥ

∂

∂ρ̂

(
ρ̂nimiĤ⟨r2(∇ρ̂)2⟩χφ

∂ωφ

∂ρ̂

)
+ tω ,

(39)
where mi is the ion mass, ni is the ion density, χφ is the
ion momentum diffusivity, ⟨r2⟩ and ⟨r2(∇ρ̂)2⟩ are geometric
factors of the plasma equilibrium, and tω is the ion-torque
deposition from different sources. For χφ, the approximation
χφ ≈ fφ(ρ̂)χe is employed, where fφ is a model profile. For
tω , control-oriented models are employed that consider several
types of contributions, such as the NBI, 3D-coil, and intrin-
sic torques. A version of the modified Rutherford equation
similar to (10) is also implemented to estimate the dynam-
ics of w. Such equation is coupled with the rest of the trans-
port equations in COTSIM, so that the development of NTMs
decreases the overall confinement levels as modeled by a modi-
fied electron thermal diffusivity,χmod

e , that substitutes χe when
w > 0. The model for χmod

e is given by

χmod
e = χe + fNTM(ρ̂, w),

fNTM = CNTM,1 exp

[
−CNTM,2

(
ρ̂− ρ̂NTM

w

)2
]

, (40)

where CNTM,1 and CNTM,2 are constant parameters. Finally, a
2D analytical equilibrium-solver [36] is employed to estimate
the time evolution of the plasma equilibrium, so the geometric
factors within the transport equations are updated at every time
step.
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The simulation models presented in this section include
more comprehensive plasma-dynamics than the control-
synthesis models described in section 3. It must be noted
that, although several simplifying assumptions are still made,
the increase in model complexity represents a challenging
test during simulations for the controllers’ robustness against
unknown dynamics. Due to the modular nature of COTSIM,
the physics complexity of the source, transport, and equilib-
rium models can be increased if needed. For instance, a differ-
ent model for χe could be adopted to characterize the confine-
ment variations due to MHD activity, a different equilibrium
reconstruction method could be employed, or a more realistic
model for χφ could be utilized.

5.2. Simulation study in DIII-D steady-state scenario

The objective of this simulation study is to assess the control
scheme’s performance to regulate the individual scalars when
NTMs are present in the DIII-D high-q min scenario, which is
one of the candidate scenarios for steady-state operation in
ITER [25]. In particular, the plasma parameters in these simu-
lations are within a range similar to those in shot 172538 (i.e.
Ip ≈ 1.05 MA, BT ≈ 1.65 T, βN ≈ 3.5, n̄e ≈ 4.5 × 1019 m−3,
and relatively high non-inductive current fraction (≈75%)
[25]). In accordance with the NBI systems available in DIII-D,
three NBI groups are used in simulation, namely, on-axis co-
current NBIs, off-axis co-current NBIs, and counter-current
NBIs. Their powers are denoted by PON

NBI (the sum of the pow-
ers of the co-current NBIs with on-axis deposition, which are
located at toroidal angles of 30 deg and 330 deg in DIII-D),
P150

NBI (co-current beamline with off-axis deposition located at
toroidal angle of 150 deg in DIII-D), and P210

NBI (counter-current
beamline located at toroidal angle of 210 deg in DIII-D),
respectively. Also, three ECH & CD launchers are employed
(NEC = 3) whose poloidal mirrors can be controlled indepen-
dently. At the beginning of the shot, ECH & CD is set up to
carry out individual-scalar control. Due to the relatively low
number of ECH & CD launchers, both active suppression and
pre-emptive suppression employ all three available ECH & CD
launchers in this simulation. Therefore, when active suppres-
sion is used, NEC,pre = 0 is adopted (i.e. all launchers are used
within the active-suppression group and without pre-emptive
dedicated launchers), whereas if pre-emptive suppression is
used, NEC,pre = 3 is adopted.

Several simulations are executed in this study. First, a
FF simulation is run with the experimental inputs from shot
172538, except for the total EC power, PEC ! ∑

PEC, j, which
is limited from 3.5 MW to 1.5 MW. Also, the development
of a 2/1 NTM is emulated after t = 2.7 s as a result of the
reduced PEC, thus simulating an H-mode plasma with rela-
tively low performance. Only FF inputs are employed in this
first simulation, i.e. no FB is employed. For clarity, this simu-
lation is referred to as ‘FF only’ both in the text and figures
of this section. Second, another FF simulation is run with
lower Ip (−0.05 MA compared to 172538), PEC ≈ 1.5 MW
after t # 2.4 s, increased P150

NBI (+25% with respect to 172538)
and decreased PON

NBI (−25% with respect to 172538). No
NTM is emulated in this case. This second simulation would

correspond to a trophy plasma with relatively higher perfor-
mance. For clarity, it is referred to as ‘target’ both in the text
and figures of this section. Therefore, the evolutions for the
scalars during this second simulation are set as targets, i.e.
x̄ = [q̄ 0, q̄ e, W̄, Ω̄φ, 0]T. Finally, a third simulation is executed
in which the FF + FB control scheme is turned on at t = 0.9
s. The goal in this FF + FB simulation is to show that, by
means of FB, the scalar evolutions can be driven from the
‘FF-only’ case to the ‘target’ case, i.e. the goal is driving x
toward x̄. It must be kept in mind that the FF + FB controllers
use the FF inputs from the first simulation (i.e. the FF-only
simulation), but they do not have any knowledge about the
inputs associated with the second simulation (target). Under
FB, the NTM-suppression controller is activated at t = 2.7 s.
Later, when t # 5 s, an off-line control priority is set up at
t # 5 s to stop doing any kind of NTM suppression, with the
goal of illustrating the capabilities of the control scheme. Also,
in order to make the simulation testing more realistic, noise
levels with frequencies between 40 and 60 Hz are added to the
estimations of W, Ωφ, q 0, and q e employed for FB control. In
order to deal with such noise, the FB controllers are equipped
with low-pass filters with a cutoff frequency of 40 Hz, so that
most of the measurement noise is filtered without making the
control response too slow.

Figure 3 shows the evolution of W, q e, and q 0, together
with their respective high-level actuation requests from the
individual-scalar controllers, Ptot, Ip, and j q 0 . It can be seen
that, up until t = 0.9 s, the FF-only and FF + FB simula-
tions are very similar (the small differences are caused by the
measurement noise). In the FF + FB simulation, right after
the FB is turned on, W is decreased toward its target W̄ (see
figure 3(a)) by modulating Ptot (see figure 3(d)) until W grad-
ually reaches its target value. At t = 2.7 s, a drop in W can
be appreciated in both the FF-only and FF + FB cases due to
NTM development. In the FF-only case, W drops and stays
well below the target due to the confinement deterioration
caused by the MHD activity. In the FF + FB case, however,
W recovers and tracks its target. Although W is driven toward
its target quite fast (in about 0.5 s) under FB, the confinement
deterioration suffered by the plasma makes Ptot drift toward
the associated target evolution more slowly. An increase in
the overall FF + FB value of Ptot can be observed for about
a second after the appearance of the NTM. Later in the sim-
ulation (t # 4.25 s), the Ptot evolution in FF + FB converges
toward its target value, which is in fact lower than the FF-only
value. In addition, q e is successfully regulated under FB (see
figure 3(b)) by modulating Ip (see figure 3(e)). Similarly, the
q 0 evolution tracks its target q̄ 0 during the FF + FB simula-
tion (see figure 3(c)), while such tracking is not found in the
FF-only simulation. To regulate q 0, j q 0 is varied under FB (see
figure 3( f )), although convergence toward the j q 0 target is not
achieved until around t # 4 s. Still, good q 0 control is achieved
possibly due to the nonlinear controller synthesis, which may
allow for driving the system to the same final state despite
using different input trajectories. Because COTSIM simulates
a time-varying equilibrium and uses different transport mod-
els (see section 5.1) than the ones employed by the FB con-
trollers (see section 3), robustness against unknown dynamics
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is demonstrated in these simulation results. Moreover, it must
be noted that all Ptot, Ip, and j q 0 are driven close to the tar-
get inputs during the FF + FB simulation, although the FB
controllers do not receive any information about such target
inputs.

Figure 4 show the evolution of Ωφ and w together with
their respective high-level actuation requests from the
individual-scalar controllers, TNBI and PEC. In addition,
figure 4 shows ρ̂EC, j, ρ̂NTM, and H98(y,2) (calculated from the
IPB98(y, 2) scaling law as H98(y,2) = W

KPtot
, where K is given by

K = 0.0562I0.93
p B0.15

φ,0 R1.97
0 ϵ0.58n̄0.41

e κ0.78A0.19
eff P−0.69

tot ). Under
FB, Ωφ is driven toward its target Ω̄φ (see figure 4(a)) despite
temporary deviations due to the effects of the NTM. In the
FF-only case, Ωφ suffers a substantial decrease as a result of
the NTM. On the other hand, w is driven to zero under FB (see
figure 4(b)) by increasing PEC (see figure 4(e)) and steering
the ECH & CD deposition toward the spatial location of the
mode (see figure 4(c)) at t = 2.7 s, when the three ECH & CD
launchers are repurposed from individual-scalar control to
NTM active suppression. It can be observed that w = 0 is
reached at t ≈ 2.85 s and, after that, ρ̂EC, j keep pre-emptive
tracking of ρ̂NTM until t = 5s (NEC,pre = 3). At t = 5 s, ρ̂EC, j

return back to their individual-scalar-control values. Without
activation of the NTM-suppression controller in the FF-only
simulation, the island grows and saturates with w # 10 cm.
Also, H98(y,2) is higher during the flat-top of the FF + FB
simulation (see figure 4( f )) as a result of the combined
individual-scalar + NTM-suppression control.

Figure 5 shows the evolution of PON
NBI, P150

NBI, and P210
NBI. As

introduced earlier, these NBI powers are modulated for the
regulation of W, q 0, and Ωφ. It can be observed that the val-
ues during the FF + FB simulation are driven very close to the
target evolutions. However, the FF + FB and target evolutions
are not the same and sometimes drift away slightly, mainly due
to the NTM development when t ∈ [2.7, 4] s (particularly for
the 150, co-current off-axis beamline, see figure 5(b)). More-
over, such drifts are also caused by the temporary use of the
210 beamline (see figure 5(c)), whose counter-current drive
is necessary to allow for Ωφ regulation. Still, it can be seen
that PON

NBI remains close to its target (see figure 5(a)) and P210
NBI

tends to zero as the simulation advances, despite moderate
fluctuations. These fluctuations are caused by the measure-
ment noise, but are minimized by the use of low-pass filters
within the FB controllers. In addition, it can be observed that
smooth actuator trajectories are ensured by the actuator man-
ager, e.g. as P150

NBI is increased at t = 5 s (see figure 5(b)) when
PEC is abruptly reduced (see figure 4(e)) in order to main-
tain a smooth Ptot trajectory for W control (see figures 4(a)
and (d)).

6. Experimental testing of the integrated
architecture in DIII-D

The control architecture has been experimentally tested in the
high-q min scenario in DIII-D. The same NBI groups as in sim-
ulation were employed (whose powers are denoted by PON

NBI,
P150

NBI, and P210
NBI). However, it must be taken into account that

some of the NBIs and ECH & CD launchers that were used
for FB control in simulations could not be employed for FB
control in experiments. First, in order to have an accurate real-
time q -profile reconstruction, a particular modulation of the
30 beamline was required that interfered with its use for FB
control. Second, one of the NBIs in the 330 beamline must
be regulated in a particular fashion to provide ωφ measure-
ments. Thus, only about 2 MW within PON

NBI could be employed
for FB control, which yielded less controllability than in sim-
ulations for the individual scalars. Finally, two ECH & CD
launchers were available during these experiments (NEC = 2).
This limited the maximum available PEC to about 1 MW. Like
in simulations, both ECH & CD launchers were used entirely
for active-suppression mode (NEC,pre = 0), or entirely in pre-
emptive suppression mode (NEC,pre = 2), and are set up to do
individual-scalar control at the beginning of the shot.

Two shots are compared in this section: an FF-only shot
(185362) and an FF + FB shot (185374). Similarly to the sim-
ulation study in section 5.2, an H-mode plasma with relatively
lower performance was found during the FF-only shot. Tar-
gets are chosen for the individual scalars that are significantly
far from the evolutions obtained under FF-only, and the FB
scheme is employed to test if, by means of FF + FB, a higher
performance plasma can be obtained. Whereas the FB con-
trollers for W, q 0, and q e are turned on at t = 0.9 s, regulation
of Ωφ is turned on when t # 4 s. This change in the active
control tasks is meant to test the capabilities of the scheme
to do simultaneous multiple-mission sharing of the NBIs (see
section 4.4). In addition, a failure in one of the NBIs within
the 150 beamline is emulated from t = 3 s until t = 3.75 s dur-
ing the FF + FB shot. Such actuator failure, which is totally
unexpected by the FF + FB control scheme, is included to test
the capabilities of the architecture to do repurposing sharing
while still achieving the desired target plasma. Moreover, the
ONFR system monitors the plasma state during the FF + FB
shot in order to detect possible n = 2 MHD activity and, if
needed, command the AM algorithm to do repurposing shar-
ing of the ECH & CD for NTM suppression. In such case, the
ECH & CD poloidal mirrors are steered toward the q = 3/2
surface, which is considered as a surface prone to tearing in
this case. Just like in the simulation study, it must be kept in
mind that the FB controllers use FF inputs that are very similar
to those employed during the FF-only shot, but the FB con-
trollers do not have any knowledge about the inputs associated
with the target.

Figure 6 shows the evolution of W, q e, and q 0 together
with their respective high-level actuation requests from the
individual-scalar controllers, Ptot, Ip, and j q 0 . Differences in
the plasma formation and early stage of the discharge make
W and q e have slightly different values in FF-only and FF
+ FB when the FB is turned on t = 0.9 s. During the FF-
only shot, the plasma confinement is worsened due to MHD
modes with n = 1 (not shown in this paper) and n = 2 (shown
in figure 7). Although NTMs often appear in these high-q min
plasmas [25] and the control scheme in this work was specially
designed for their suppression, the modes in shots 185362 and
185374 are most likely TMs rather NTMs. The reason for this
is that TMs often appear earlier in the discharge, when W
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Figure 3. Time evolutions for W , q e, q 0, Ptot, Ip, and jq 0 in FF-only (magenta dashed-dotted) and FF + FB (blue solid) during simulations
using COTSIM, together with the targets (red dashed).

and the bootstrap current are relatively low, whereas NTMs
usually develop with higher W, e.g. around t ≈ 2.5 s when
W is rapidly increased. Because the control synthesis carried
out in section 4.1.2 assumes an NTM dynamics, the NTM-
suppression controller will be, in general, less effective against
TMs and will not necessarily guarantee the desired rate of
suppression, τ ! 1/(a2Kw

P ). In any case, during the FF + FB
shot, the W controller increases Ptot in order to increase W,
achieving good W control for a relatively short period of time
(until about t = 1.5 s, see figures 6(a) and (d)). After that
(1.5 s "t " 2.5 s), W increases beyond its target W̄ and the
FB scheme apparently does not try to correct this by reducing
Ptot. Such behavior is due to the simultaneous-multiple mission
sharing of the NBIs and ECH & CD for W and q 0 control (see
figure 6(c)). Because q 0 and W have the same control priority,
both control tasks are carried out in the best possible way. On
the one hand, if Ptot was reduced much further, then q 0 would
also be reduced, yielding poor q 0-control performance. On the
other hand, if Ptot was increased, then better q 0 tracking would
be achieved, but W would be increased too much and poor W-
control performance would be found. The intermediate solu-
tion, which is the one adopted by the control architecture in the
FF + FB shot, is having slightly higher W and slightly lower q 0
than their targets. Later on, when t # 2.5 s, the performance of
the W controller becomes significantly better due to the com-
patibility of the q 0 and W control tasks, which both require an
increase in Ptot. The evolution of W is kept close to its target
in the FF + FB shot despite the MHD phenomena present in
this plasma. However, the steady-state error for W does not

converge to zero, although it is small (about W̃ ≈ −0.05 MJ).
This error could be further reduced by increasing the integral
gain K1

I and decreasing ϵ1 (see section 4.1.1), but the associated
oscillations in Ptot would become unacceptable and promote
even higher MHD activity. During this experiment, the small
W steady-state error under FF + FB was unavoidable, and in
any case, the W error was significantly reduced with respect
to the FF-only case. Regarding q 0, it initially gets closer to its
target during the FF + FB shot (when t < 2 s, see figure 6(c))
than in the FF-only shot, but very low response to actuation
was found after t # 2 s. In these shots, q 0 converged to approx-
imately the same final value, regardless of the j q 0 evolution
(see figure 6( f )). This lack of q 0 controllability is partially
due to the smaller FB power available during the experiment
when compared to simulations. In contrast, q e is successfully
regulated under FB (see figure 6(b)) by means of Ip, which is
reduced in the FF + FB shot with respect to the FF-only case
(see figure 6(e)). Accurate q e control is achieved despite varia-
tions in the plasma equilibrium and significant MHD activity,
demonstrating the robustness of the control scheme. Lower
Ip values contribute to slightly higher Ptot values during the
FF + FB shot, as the plasma temperature slightly decreases
and requires additional NBI power to sustain W. Moreover,
the additional Ptot and higher W, specially after t # 2.5 s, also
contribute to the low responsiveness of q 0 to the FB actuation,
as η becomes relatively low, making ∂ψ/∂t → 0 and freez-
ing the q profile (see the magnetic-diffusion equation (A.1)
in appendix A). Therefore, the combination of low FB-power
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Figure 4. Time evolutions for Ωφ, w, ρ̂EC, j, ρ̂NTM, TNBI, PEC, and H98(y,2) in FF-only (magenta dashed-dotted) and FF + FB (blue solid)
during simulations using COTSIM, together with the target evolutions (red dashed).

Figure 5. Time evolutions for PON
NBI, P150

NBI, and P210
NBI in FF-only (magenta dashed-dotted) and FF + FB (blue solid) during simulations using

COTSIM, together with the target evolutions (red dashed).

availability and low η made the q 0 controllability quite low in
this experiment.

Figure 7 shows the evolution of Ωφ and n = 2 MHD
amplitude together with their respective high-level actuation
requests from the individual-scalar controllers, TNBI and PEC.
In addition, figure 7 shows ρ̂EC, j, ρ̂NTM, and H98(y,2). During
the FF-only shot, Ωφ is much lower (see figure 7(a)) due to
the effects of the MHD activity (see figure 7(b)). During the
FF + FB shot, TNBI is modified (see figure 7(d)) to try to reg-
ulate Ωφ. It can be observed that there is an initial overshoot
in TNBI that the controller corrects afterward, until reaching a
stationary TNBI value and approximately constant steady-state

error for Ωφ (around Ω̃φ ≈ −0.5 krad s−1). This indicates a
low integral gain K4

I and/or a too high ϵ4 (see section 4.1.1),
which do not allow for driving Ω̃φ closer to 0. The propor-
tional and integral gains used during the experiment were
tuned previously in simulations, but a slightly different control
performance was achieved most likely due to the differences
in MHD activity. In any case, the FF + FB shot has values
of Ωφ closer to the target than the FF-only shot. It can also
be seen that the simultaneous multiple-mission sharing of the
NBI and EC powers for W, q 0, and Ωφ regulation is success-
fully carried out without loss of control performance. In addi-
tion, ONFR correctly detects the potentially problematic MHD
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Figure 6. Time evolutions for W , q e, q 0, Ptot, Ip, and jq 0 in FF-only (magenta dashed-dotted) and FF + FB (blue solid) during DIII-D
experiments, together with the targets (red dashed). The FF-only shot is 185362 and the FF + FB shot is 185374.

activity in the FF + FB shot at t ≈ 2.65 s, and the ECH & CD is
repurposed to do active suppression by increasing PEC (see
figure 7(e)) and steering the ECH & CD launchers (see
figure 7(c)). However, it can be appreciated that the ECH & CD
launchers are not correctly steered by the NTM-suppression
controller toward the q = 3/2 surface due to a PCS setup issue.
Despite this, the control-priority switch (repurposing sharing)
within the integrated architecture did function properly dur-
ing the experiment, which is a verification of the scheme’s
capability to handle real-time changes in the control priori-
ties. Also, it can be seen that the n = 2 MHD amplitude (see
figure 7(b)) is reduced in the FF + FB shot and kept lower than
in the FF-only case. Although this partial reduction in MHD
activity is most likely a result of the increased PEC rather than
of the localized ECH & CD (see [30], where tearing stability
was improved in these plasmas using mid-radius ECCD), it
is not clear what the MHD activity would have been like if
the NTM-suppression controller had steered the ECH & CD
correctly, as the FF-only and FF + FB plasmas look really dif-
ferent right from the beginning of the discharge in terms of
MHD activity. Moreover, PEC was quite low during this exper-
iment and may not have sufficed for TM/NTM suppression in
this DIII-D scenario [30]. Pre-emptive suppression was never
activated in the experiment due to the lack of effectiveness in
suppressing the mode. The ONFR system was set up in an
off-line fashion to determine that, at t = 5 s, the ECH & CD
launchers were repurposed again. As a result of lower MHD

activity and different individual-scalar evolutions, which were
maintained under FB regulation, H98(y,2) is significantly higher
in the FF + FB shot compared to the FF-only shot (see
figure 7( f )). When the 210 beamline is employed at t # 4 s in
the FF + FB shot, a slight increase in MHD amplitude and a
decrease in H98(y,2) can be observed, although these never reach
the FF-only levels.

Figure 8 shows the evolution of PON
NBI, P150

NBI, and P210
NBI. Ini-

tially, there is little modulation of PON
NBI (see figure 8(a)), but

P150
NBI is substantially increased (see figure 8(b)) for q 0 regu-

lation. This is in accordance with the W and q 0 control com-
promise. At around t = 2.65 s, when ECH & CD is repurposed
for NTM suppression, PON

NBI is substantially increased to keep
W around its target. Also, at t = 3 s, the emulated partial fail-
ure of the 150 beamline happens, which accounts for a loss of
about 0.5 MW within P150

NBI. This is substituted by PON
NBI until

t = 3.75 s, when P150
NBI increases again and PON

NBI decreases. At
t = 4 s, when P210

NBI comes on (see figure 8(c)), the other NBI
powers are adapted by the AM algorithm in order to maintain
the plasma-control performance. At t = 5 s, P150

NBI is suddenly
increased (see figure 8(b)) to compensate for the decrease in
PEC (see figure 7(e)), maintaining Ptot at similar levels. The
actuator manager is capable of recognizing that both actuators
provide a source of off-axis current and heating. This helps
maintaining the desired W and q 0 evolutions (see figures 6(a)
and (c)) with the appropriate Ptot and j q 0 trajectories (see
figures 6(d) and ( f )).
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Figure 7. Time evolutions for Ωφ, n = 2 MHD amplitude, ρ̂EC, j, ρ̂NTM, TNBI, PEC, and H98(y,2) in FF-only (magenta dashed-dotted) and FF +
FB (blue solid) during DIII-D experiments. The FF-only shot is 185362 and the FF + FB shot is 185374.

Figure 8. Time evolutions for PON
NBI, P150

NBI, and P210
NBI in FF-only (magenta dashed-dotted) and FF + FB (blue solid) during DIII-D

experiments. The FF-only shot is 185362 and the FF + FB shot is 185374.

7. Conclusions and possible future work

An integrated-control architecture has been developed that has
functionalities which will be necessary for future PCSs found
in burning-plasma tokamaks. It allows for simultaneously exe-
cuting nonlinear-robust controllers for kinetic, magnetic, and
MHD-related aspects of the plasma dynamics, together with
AM as well as S & EH functions. Therefore, the architecture
can perform both continuous and off-normal control functions.
The architecture has been implemented within the DIII-D PCS,
which is a world-leading benchmark for control development.

Experiments in the DIII-D high-q min scenario, which possesses
some of the necessary characteristics for steady-state opera-
tion in ITER and beyond, have been carried out with satisfac-
tory control performance. These experimental results suggest
that the use of integrated-control strategies may help to repro-
duce and achieve the high-performance plasmas required in
economically viable fusion power plants. The use of model-
based, nonlinear-robust control techniques may have enabled
such control performance by retaining the nonlinear informa-
tion of the control-synthesis plasma models, while also tak-
ing into account the limitations in the understanding of the
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plasma-physics phenomena. Simulations using COTSIM have
been executed to enable pre-experimental tuning of the FB
controllers and assess the overall architecture’s performance
beforehand, saving valuable experimental time. By means of
extensive modeling using nonlinear simulation models (that
simulate most of the plasma-dynamics aspects, like 1D cur-
rent, heat, and particle transport, 0D pedestal evolution and
magnetic-island growth, and 2D plasma equilibrium), a more
realistic and effective simulation testing has been attained that
qualitatively reproduces the plasma behavior observed in real
experiments.

Future work may include the expansion of the avail-
able controllers and actuators within the integrated architec-
ture (e.g. shape control, 3D coils, gas puffing/pellet injec-
tion, pedestal/edge-localized mode control, etc) as well as
an extended PCS architecture allowing for broader S & EH
(e.g. monitoring and detection of edge-localized modes)
and AM capabilities. In addition, the inclusion of other
important physics phenomena within the control-synthesis
model will be studied. For example, although high rota-
tion values have been explored in this work, the addition of
the rotation-dynamics effects on NTM-island width stabil-
ity could highly benefit the performance of the integrated-
control architecture in low-rotation scenarios found in
future reactors.
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Appendix A. Magnetic diffusion modeling

The basic equation that models the dynamics of the mag-
netic plasma variables in this work is the magnetic diffusion
equation [24], which together with its boundary conditions,
can be written as

∂ψ

∂t
=

η

µ0ρ2
bF̂2

1
ρ̂

∂

∂ρ̂

(
ρ̂F̂ĜĤ

∂ψ

∂ρ̂

)

+ R0Ĥη

⎛

⎝
i=NNBI∑

i=1

j NBI,i +
j =NEC∑

j =1

j EC, j + j BS

⎞

⎠ ,

(A.1)

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0,

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= − µ0R0

Ĝ(ρ̂ = 1)Ĥ(ρ̂ = 1)
Ip ! −kIpIp, (A.2)

where ψ ! Ψ/(2π) is the poloidal stream function, t is the
time, η is the plasma resistivity, µ0 is the vacuum permeabil-
ity, R0 is the major radius, jNBI,i is the current density deposited
by the ith NBI group (i = 1, . . . , NNBI, where NNBI is the total
number of NBI groups), jEC, j is the current density deposited
by the jth EC launcher ( j = 1, . . . , NEC, where NEC is the total
number of EC launchers), jBS is the bootstrap current-density,
F̂, Ĝ, and Ĥ are geometric factors of the plasma equilibrium,
and kIp ! µ0R0

Ĝ(ρ̂=1)Ĥ(ρ̂=1)
is a model parameter. In this control-

synthesis model, it is assumed that the geometric factors F̂,
Ĝ, and Ĥ do not vary significantly in time, i.e. a fixed equi-
librium is considered. However, the inclusion of model uncer-
tainties, as introduced later in this section, enables a robust-
control design for plasmas with time-varying equilibriums.
Moreover, during the simulation testing using COTSIM (see
section 5), a two-dimensional, time-varying equilibrium is in
fact employed.

Physics-based, control-oriented models [31] are used for η,
jNBI,i, jEC, j, and jBS, as given by

η =
kspZeff

T3/2
e

, j NBI,i = j dep
NBI,i

√
Te

ne
PNBI,i,

j EC, j = j dep
EC, j

(
ρ̂EC, j

) Te

ne
PEC, j, (A.3)

j BS =
R0

F̂

(
∂ψ

∂ρ̂

)−1 [
2L31Te

∂ne

∂ρ̂
+ (2L31

+ L32 + αL34) ne
∂Te

∂ρ̂

]
, (A.4)

where ksp and j dep
NBI,i are constant model profiles, Zeff is the

effective atomic number of the plasma ions, j dep
EC, j are model

profiles that depend on ρ̂EC, j, Te and ne are the electron tem-
perature and density, respectively, and L31, L32, L34, and α are
geometric factors of the plasma equilibrium [37].
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In some tokamaks, steerable mirrors allow for changing
the EC aiming so that the ECH & CD region varies. In par-
ticular, poloidal mirrors allow for sweeping the ECH & CD
region along the poloidal cross-section. In this work, ρ̂EC, j

( j = 1, . . . , NEC) are considered as inputs that can be con-
trolled in real time and determine the aiming location of the
ECCD system. In the control-oriented model for ECH & CD
given by (A.3), the function j dep

EC, j (ρ̂EC, j) reflects the changes
associated with poloidal-mirror steering, and the maximum
value of jEC, j across the ρ̂ domain is denoted as j max

EC, j . In addi-
tion, j dep

EC, j (ρ̂EC, j) and its changes with poloidal-mirror steering
can be qualitatively described as shown in figure A1, where
the j subindex has been dropped for simplicity. The location
of the maximum of j dep

EC (ρ̂EC) is denoted by ρ̂max, whereas the
location of the mean of the ECH & CD distribution is equal
to ρ̂EC. Both ρ̂max and ρ̂EC are usually very close but, in gen-
eral, they are different because j dep

EC (ρ̂EC) is not perfectly sym-
metric about its mean. In addition, when ρ̂EC is steered from
a first value ρ̂0

EC to a second value ρ̂1
EC, the j dep

EC profile is
shifted in space (and so is ρ̂max, which goes from ρ̂max,0 to
ρ̂max,1), but its shape and its maximum value do not change
(i.e. j dep

EC (ρ̂max,0) = j dep
EC (ρ̂max,1)). It must be taken into account

that, in general, the location of j max
EC, j may not be the same as

ρ̂max.
To close the model, the evolutions of ne and Te are modeled

as

ne(ρ̂, t) = nprof
e (ρ̂)n̄e(t) + δne (ρ̂, t), (A.5)

Te(ρ̂, t) = Tprof
e (ρ̂)Ip(t)

√
Ptot(t) n̄−1

e (t) + δTe (ρ̂, t),

(A.6)

where nprof
e and Tprof

e are model profiles, n̄e is the line-
average electron density (for which an estimation is assumed
to be available in real time, so it is treated as a non-
controlled input to the model), Ptot =

∑
i PNBI,i +

∑
j PEC, j

is the total injected power, and δne and δTe are uncer-
tainties that bundle inaccuracies in the modeling process
(e.g. unmodeled electron particle and heat sources, unex-
pected changes in electron confinement, MHD instabilities,
etc). More concretely, δne and δTe can be interpreted like
terms that model the difference between the actual den-
sity and temperature values during a shot (i.e. ne and Te)
and the estimations given by the control-oriented scalings
nnom

e ! nprof
e n̄e and Tnom

e ! Tprof
e Ip

√
Ptotn̄−1

e , respectively.
The uncertainties δne and δTe introduced in (A.5) and (A.6)

yield uncertainties in η, jNBI,i, jEC, j, and jBS, so the overall
magnetic-diffusion dynamics is uncertain with

η =
kprof

sp Zeff

(Tnom
e + δTe )3/2 ! kprof

sp Zeff(
Tnom

e

)3/2 + δη , (A.7)
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j BS =
R0

F̂

(
∂ψ

∂ρ̂

)−1 [
2L31

∂(Tnom
e + δTe )
∂ρ̂

(nnom
e + δne )

+ (2L31 + L32 + αL34)
∂(nnom

e + δne )
∂ρ̂

(Tnom
e + δTe )

]

! R0

F̂

(
∂ψ

∂ρ̂

)−1 [
2L31

∂Tnom
e

∂ρ̂
nnom

e + (2L31 + L32

+ αL34)
∂nnom

e

∂ρ̂
Tnom

e

]
+ δ j BS, (A.10)

where

δη !
kprof

sp Zeff[(Tnom
e )3/2 − (Tnom

e + δTe )3/2]
[Tnom

e (Tnom
e + δTe )]3/2 , (A.11)

δ j NBI,i ! j dep
NBI,iPNBI,i

(√
Tnom

e + δTe

nnom
e + δne

−
√

Tnom
e

nnom
e

)
,

(A.12)

δ j EC, j ! j dep
EC, j PEC, j

(
Tnom

e + δTe

nnom
e + δne

− Tnom
e

nnom
e

)
, (A.13)

δ j BS ! R0

F̂

(
∂ψ

∂ρ̂

)−1 [
2L31

(
∂δTe

∂ρ̂
(nnom

e + δne )

+
∂Tnom

e

∂ρ̂
δne

)
+ (2L31 + L32 + αL34)

×
(
∂δne

∂ρ̂
(Tnom

e + δTe ) +
∂nnom

e

∂ρ̂
δTe

)]
. (A.14)

For convenience, a total non-inductive uncertainty is defined
as the sum of the uncertainties related with the NBI, EC, and
bootstrap current densities, i.e.

δ j ni !
i=NNBI∑

i=1

δ j NBI,i +
j =NEC∑

j =1

δ j EC, j + δ j BS . (A.15)

A model for q 0 can be obtained as follows. First, plugging
equations (A.3), (A.4), (A.5) and (A.6) into the magnetic-
diffusion equation (A.1) yields

∂ψ

∂t
= fη,1(ρ̂)

∂

∂ρ̂

(
fη,2(ρ̂)

∂ψ

∂ρ̂

)
uη(t) +

i=NNBI∑

i=1

fNBI,i(ρ̂)uNBI,i(t)

+

j =NEC∑

j =1

fEC, j(ρ̂, ρ̂EC, j)uEC, j(t) +

(
∂ψ

∂ρ̂

)−1

fBS(ρ̂)uBS(t) + δψ ,

(A.16)
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Figure A1. Diagram showing jdep
EC (ρ̂EC), ρ̂EC, and ρ̂max when poloidal-mirror steering is carried out from position 0 to position 1.

where the terms uη , uNBI,i, uEC, j, and uBS are virtual inputs that
depend on the physical inputs (i.e. Ip, PNBI,i, PEC, j, and n̄e) as
given by (4) and (5), the definitions of fη,1, fη,2, fNBI,i, fEC, j,
and fBS in terms of the other model functions and parameters
are given by

fη,1 ! ksp

µ0ρ2
bF̂2

Zeff

(Tprof
e )

3
2

1
ρ̂

, fη,2 ! ρ̂F̂ĜĤ, (A.17)

fNBI,i ! R0Ĥksp
Zeff

Tprof
e nprof

e
j dep

NBI,i, fEC, j

! R0Ĥksp
Zeff√

Tprof
e nprof

e

j dep
EC, j , (A.18)

fBS ! R2
0

Ĥ
F̂

ksp
Zeff

(Tprof
e )

3
2

[
2L31Tprof

e
∂nprof

e

∂ρ̂

+ (2L31 + L32 + αL34) nprof
e

∂Tprof
e

∂ρ̂

]
, (A.19)

and δψ is an uncertain term given by

δψ =
δη

µ0ρ2
bF̂2ρ̂

∂

∂ρ̂

(
ρ̂F̂ĜĤ

∂ψ

∂ρ̂

)

+ R0Ĥ

⎡

⎣δ j ni

(
kspZeff

Tnom
e

3/2 + δη

)

+ δη

⎛

⎝
i=NNBI∑

i=1

j NBI,i +
j =NEC∑

j =1

j EC, j + j BS

⎞

⎠

⎤

⎦ ,

(A.20)

where the uncertain variables δη and δ j ni have been defined in
(A.11) and (A.15), respectively. For convenience, the poloidal-
flux gradient is defined as θ ! ∂ψ

∂ρ̂ . Taking partial derivative
with respect to ρ̂ in (A.16) yields

∂θ

∂t
=

[(
f ′η,1 f ′η,2 + fη,1 f ′′η,2

)
θ +

(
f ′η,1 fη,2 + 2 fη,1 f ′η,2

)
θ′

+ fη,1 fη,2θ
′′] uη +

i=NNBI∑

i=1

f ′NBI,iuNBI,i

+
j =NEC∑

j =1

f ′EC, j uEC, j +

(
f ′BS

θ
− fBS

θ2 θ′
)

uBS + δθ,

(A.21)

where the dependence with ρ̂ and t has been dropped to sim-
plify the notation, (·)′ ! ∂(·)/∂ρ̂, and δθ ! δ′ψ. Particularizing
(A.21) at ρ̂ = ∆ρ̂, for some small ∆ρ̂, and discretizing the
spatial derivatives of θ as

θ′′ ≈ θ(2∆ρ̂, t) − 2θ(∆ρ̂, t)
∆ρ̂2 , θ′ ≈ θ(2∆ρ̂, t)

2∆ρ̂
, (A.22)

where the boundary condition in (A.2) at ρ̂ = 0 (i.e. θ(0, t) =
0) has been employed, provides the following equation

∂θ

∂t

∣∣∣∣
ρ̂=0

= {α0θ(2∆ρ̂) + β0 [θ(2∆ρ̂) − 2θ(∆ρ̂)]}uη

×
i=NNBI∑

i=1

gNBI,iuNBI,i +
j =NEC∑

j =1

gEC, juEC, j

+

(
gBS,1

θ(∆ρ̂)
− gBS,2

θ(∆ρ̂)2 θ(2∆ρ̂)
)

uBS + δθ,0.

(A.23)

In (A.23), the time dependence within θ has been dropped
to simplify the notation, δθ,0 ! δθ(ρ̂ = 0, t), and the other
variables are defined as

α0 ! f ′η,1 fη,2 + 2 fη,1 f ′η,2

2∆ρ̂

∣∣∣∣
ρ̂=0

,

β0 ! fη,1 fη,2

∆ρ̂2

∣∣∣∣
ρ̂=0

,

gNBI,i ! f ′NBI,i(ρ̂ = 0), (A.24)

gEC, j ! f ′EC, j (ρ̂ = 0),

gBS,1 ! f ′BS(ρ̂ = 0),

gBS,2 ! fBS(ρ̂ = 0)
2∆ρ̂

. (A.25)

Using the definition of q 0 given in (2), and discretizing

θ′(0, t) = θ(∆ρ̂)/∆ρ̂, it is found that q 0 = −Bφ,0ρ
2
b∆ρ̂

θ(∆ρ̂) , and
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taking the time derivative yields

dq 0

dt
=

Bφ,0ρ2
b∆ρ̂

θ(∆ρ̂)2

dθ(∆ρ̂)
dt

= − q 0

θ(∆ρ̂)
dθ(∆ρ̂)

dt
. (A.26)

Using (A.23) to substitute dθ(∆ρ̂)
dt within (A.26), the following

dynamical equation for q 0 can be written

dq 0

dt
= q 0ληuη + q 2

0

NNBI∑

i=1

λNBI,iuNBI,i + q 2
0

NEC∑

j =1

λEC, j(ρ̂EC, j)uEC, j

+ q 3
0λBSuBS + δq 0 ! j q 0 + δq 0 , (A.27)

where λη , λNBI,i, λEC, j, and λBS are model functions given by

λη ! 2β0,

λNBI,i !
gNBI,i

Bφ,0ρ2
b∆ρ̂

,

λEC, j !
gEC, j

Bφ,0ρ2
b∆ρ̂

,

λBS ! − gBS,1(
Bφ,0ρ2

b∆ρ̂
)2 , (A.28)

j q 0 is an auxiliary variable used to denote the right-hand side
of the q 0 dynamical equation without uncertainties, and δq 0 is
an uncertainty given by

δq 0 ! −q 0
θ(2∆ρ̂)
θ(∆ρ̂)

(α0 + β0)uη

− q 3
0

gBS,2(
Bφ,0ρ2

b∆ρ̂
)2

θ(2∆ρ̂)
θ(∆ρ̂)

uBS + δθ,0. (A.29)

In addition, a dynamical model for q e can be obtained from the
boundary condition at ρ̂ = 1 in (A.2). Taking the time deriva-
tive in the definition of q e in (2) and using (A.2), the dynamics
of q e can be described by

dq e

dt
= −Bφ,0ρ

2
b

(
1

kIpI2
p

dIp

dt
+

1
k2

Ip
Ip

dkIp

dt

)
. (A.30)

It is considered that kIp ! µ0R0
Ĝ(ρ̂=1)Ĥ(ρ̂=1)

is uncertain and can
be written as kIp = knom

Ip
+ δkIp

, where knom
Ip

is a nominal, con-
stant value of kIp , and δkIp

is an uncertainty that characterizes
modeling inaccuracies in kIp . These can arise, for example,
from changes in the equilibrium factors Ĝ and Ĥ at ρ̂ = 1.
Equation (A.30) can be rewritten as

dq e

dt
= −Bφ,0ρ

2
b

(
1

knom
Ip

I2
p

dIp

dt
+ δq e

)
, (A.31)

where δq e is an uncertain term given by

δq e !
1
I2
p

dIp

dt

(
1

knom
Ip

+ δkIp

− 1
knom

Ip

)

+
1

(knom
Ip

+ δkIp
)2Ip

dδkIp

dt
. (A.32)

Appendix B. Toroidal rotation modeling

The plasma is considered as a single particle from the point of
view of classical mechanics, with mass mp equal to the total
plasma mass, which rotates at a distance R0 in the toroidal
direction with velocity R0Ωφ. Then, the angular momentum
of the plasma is given by L = mpΩφR2

0. Also, different con-
tributions to the total torque T are considered, as given by

T = TNBI + Tint =
NNBI∑

i=1

TNBI,i + Tint, (B.1)

where TNBI is the total NBI torque, TNBI,i is the contribution of
the ith NBI, which is modeled as

TNBI,i = kNBI,iPNBI,i, (B.2)

where kNBI,i is a parameter that models the torque deposition of
the ith NBI (e.g. kNBI,i > 0 for co-Ip NBIs, and kNBI,i < 0 for
counter-Ip NBIs), and T int is the intrinsic torque [27], which is
modeled as

Tint = kint
W
Ip

, (B.3)

where kint is a constant parameter. The time variation of L is
given by

dL
dt

= T + δ∗Ωφ
, (B.4)

where δ∗Ωφ
is an uncertain term that characterizes other unmod-

eled sources of torque within the plasma, and for which
an upper bound can be estimated. Defining a characteristic
confinement-time as τΩφ

! mp
dmp

dt

, and using (B.1)–(B.3), the

equation (B.4) can be rewritten as

dΩφ

dt
= − Ωφ

τΩφ

+
1

mpR2
0

(NNBI∑

i=1

kNBI,iPNBI,i + kint
W
Ip

)

+ δΩφ , (B.5)

where δΩφ
! δ∗Ωφ

/(mpR2
0). Finally, mp and τΩφ

are modeled as

mp = mD
n̄eV
Nav

, τΩφ
= kΩφ

τE, (B.6)

where mD is the molar mass of the deuterium ions, Nav is
Avogadro’s number, and kΩφ

is a model parameter.

Appendix C. Modified Rutherford equation

The derivation starts from the version of the modified Ruther-
ford equation in [21],
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τR

r
dw

dt
= ∆′r + a2

j BS(ρ̂NTM)
j φ(ρ̂NTM)

Lq

w

×

⎛

⎝1 −
w2

marg

3w2 −
j =NEC∑

j =1

KEC, j
j max

EC, j

j BS(ρ̂NTM)

⎞

⎠ ,

(C.1)

where ∆′ is the tearing stability index, j max
EC, j is the maxi-

mum of the jth EC current deposition, KEC, j are parameters
that model how each EC launcher affects the island growth
by localized deposition, and all the other variables have been
defined in section 3.4. The factors KEC, j depend on the align-
ment of a particular EC launcher with the magnetic island
O-point, so they increase when |ρ̂EC, j − ρ̂NTM| becomes small
enough [21]. The tearing stability index ∆′r is modeled as

∆′r = ∆′
0r − a2Lq

j φ(ρ̂NTM)

∑

j

FEC, j

δw
EC, j

j max
EC, j , (C.2)

where δw
EC, j is the full-width half-maximum of the jth launcher

ECCD (which characterizes the width of the EC current dis-
tribution), and FEC, j are functions that model how the tearing
stability index changes with localized ECH & CD [21]. For
convenience, F∗

EC, j ! FEC, j
δwEC, j

are defined.

The total EC current deposition, jEC ! ∑
j jEC, j, can

be expressed in terms of the contributions from active-
suppression and pre-emptive-suppression launchers. It is con-
sidered that NEC,pre launchers are employed for pre-emptive
stabilization, and that the rest of EC launchers are used for
active suppression as a group. Using the model for jEC, j given
in (A.3) with δTe ≡ δne ≡ 0, jEC can be rewritten as

j EC !
j =NEC∑

j =1

j EC, j

=
Tnom

e

nnom
e

⎛

⎝
k=NEC,pre∑

k=1

j dep
pre,k(ρ̂pre,k)Ppre,k + j dep

act (ρ̂act)Pact

⎞

⎠ ,

(C.3)

where Tnom
e ! Te(δTe = 0), nnom

e ! ne(δne = 0), j dep
act , Pact, and

ρ̂act denote the model profile, power, and radial ECCD loca-
tion, respectively, of the launchers employed for active sup-
pression, and j dep

pre,k, Ppre,k, and ρ̂pre,k (k = 1, . . . , NEC,pre) are
the model profiles, powers, and radial ECCD location, respec-
tively, of the pre-emptive-stabilization launchers. The model
parameter j dep

act is defined from j dep
act Pact !

∑
i j dep

EC,iPEC,i,
where the summation in i is done for all the launchers that
compose the active-suppression group.

Using (C.2) and (C.3), the modified Rutherford
equation (C.1) can be rewritten as

τR

r
dw

dt
= ∆′

0r + a2
j BS

j φ

Lq

w

(
1 −

w2
marg

3w2

)

− a2Lq

j φ

[
∑

k

(
F∗

pre,k +
Kpre,k

w

)
j max

pre,k

+

(
F∗

act +
Kact

w

)
j max

act

]
, (C.4)

where the dependence with ρ̂NTM has been dropped to sim-
plify the notation, and all variables associated with the active
and pre-emptive launchers are denoted by the subindexes (·)act

and (·)pre,k. The model parameters F∗
act and K∗

act are defined
from F∗

act j max
act ! ∑

iFEC,i j max
EC,i and K∗

act j max
act ! ∑

iKEC,i j max
EC,i,

where the summation in i is done for all the launchers that
compose the active-suppression group.

Appendix D. Exponential stability of a
second-order linear system

Consider the second-order linear system with initial conditions
given by

dx
dt

= − 1
τ

x − KI

∫ t

0
x dt, x(0) = x0,

dx
dt

∣∣∣∣
0

= ẋ0, (D.1)

where x is the state, τ > 0 is a characteristic time, KI > 0
is a design constant, δ is an uncertainty, and v is an input.
The solution of (D.1) depends on the value chosen for KI . If
KI > 1

4τ2 , the solution is given by

x = x0e−k1t

(
cos ωt +

k1 + ẋ0
x0

ω
sin ωt

)
, (D.2)

where k1 ! 1
2τ and ω ! 1

2

√
4KI − 1

τ2 . On the other hand, if

KI " 1
4τ2 , the solution is given by

x = C1e−r1t + C2e−r2t, (D.3)

where r1 ! k1 +
√

1
τ2 − 4KI , r2 ! k1 −

√
1
τ2 − 4KI , C1 !

r2x0−ẋ0
r1−r2

and C2 ! r1 x0+ẋ0
r1−r2

. Therefore, regardless of the value of
KI > 0, x → 0 as t →∞, and ∥x∥" ke−bt, where k > 0 and
b > 0 depend on τ , KI , x0, and ẋ0. The system (D.1) is expo-
nentially stable [29] around x = 0, which is an equilibrium
point of (D.1).

An alternative way to prove exponential stability of (D.1)
is by means of Lyapunov theory. In particular, theorem 4.10
in [29] is adapted and used here. If a function V(x) (denomi-
nated Lyapunov function) can be found such that the following
conditions

k1∥x∥a
2 " V " k2∥x∥a

2, (D.4)

dV
dt

" −k3∥x∥a
2, (D.5)

are fulfilled at all times, where k1 > 0, k2 > 0, k3 > 0 and
a > 0 are constants, then x = 0 is exponentially stable. Before
starting the proof, it is convenient to define x1 ! x and x2 !
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∫ t
0 x dt, and rewrite (D.1) as

dx1

dt
= − 1

τ
x1 − KI x2,

dx2

dt
= x1, x1(0) = x0, x2(0) = ẋ0.

(D.6)
Take a Lyapunov function Vx given by the following quadratic
function,

Vx =
1
2

x2
1 +

1
2

(
KI +

1
2τ 2

)
x2

2 +
1

2τ
x1x2 ! 1

2
[x1x2]Q[x1x2]T,

(D.7)
where

Q !

⎡

⎢⎣
1

2
τ

2
τ

KI +
1

2τ 2

⎤

⎥⎦ . (D.8)

Because Q > 0, its eigenvalues are also strictly positive.
Therefore,

λ1∥x∥2
2 " Vx " λ2∥x∥2

2, (D.9)

where λ1 > 0 and λ2 > 0 are the eigenvalues of Q, which is
equivalent to (D.4) with k1 = λ1, k2 = λ2, and a = 2. To prove
(D.5), take the time derivative in (D.7),

dVx

dt
=

[
∂V
∂x1

,
∂V
∂x2

] [
dx1

dt
,

dx2

dt

]T

= − 1
2τ

x2
1 −

KI

2τ
x2

2 " −min(1, KI)
2τ

∥x∥2
2, (D.10)

which is equivalent to (D.5) with k3 = min(1,KI )
2τ and a = 2.

Therefore, the conditions (D.4) and (D.5) are satisfied and the
system is exponentially stable.

Appendix E. Boundedness of a second-order,
uncertain linear system

Consider the second-order linear system with initial conditions
given by

dx
dt

= − 1
τ

x − KI

∫ t

t0

x dt + δ + v, x(0) = x0,
dx
dt

∣∣∣∣
0

= ẋ0,

(E.1)
where δ is an uncertainty and v is a controllable input. For
simplicity, all variables are considered to be scalars, but the
theorem presented here could be generalized to variables in
Rn. The main Lyapunov theorem exploited in this work for the
design of robust-control laws has been adapted and particu-
larized from theorem 4.18 in [29]. If the Lyapunov function

V = 1
2 x2 + 1

2 KI

(∫ t
t0

x dt
)2

fulfills

dV
dt

" −Wx(x), ∀ |x| # µ > 0, (E.2)

where Wx > 0 is continuous and µ < |x0| is a constant, then x
can be bounded as

|x| " β(x0, t − t0), ∀ t ∈ [t0, t0 + T], (E.3)

|x| " µ, ∀ t > t0 + T, (E.4)

where β is a class KL function (a function f (x, y) is said to be
a class KL function if: (1) it is class K with respect to x, (2)

it is decreasing with respect to y, and (3) lim f (x, y)y→∞ = 0),
and T # 0 is some time that depends on x0 and µ. Therefore,
if (E.2) is fulfilled, it can be ensured that |x| is transiently
bounded by β and ultimately bounded by µ.
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