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1. Introduction

For tokamaks to be commercially competitive, stable oper-
ation for long periods of time with a large Q value will be 
necessary, where Q is the ratio between the generated fusion 
power and the injected auxiliary power. To achieve such 
performance, precise control of the plasma temperature and 

density is required, as these variables determine the fusion 
power. This problem, known as burn control, requires con-
trol algorithms with the capability of regulating the plasma 
temperature and density to produce a determined amount of 
fusion power while preventing thermal instabilities.

Traditional actuators considered for burn control in 
tokamaks include auxiliary power modulation [1, 2], fueling 
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Tight regulation of the burn condition in ITER has been proven possible in simulations by 
the use of robustification techniques even under emulated time-dependent variations in the 
fuel concentration. One of the most fundamental control problems arising in ITER and future 
burning-plasma tokamaks is the regulation of the plasma temperature and density to produce 
a determined amount of fusion power while avoiding possible thermal instabilities. Such 
problem, known as burn control, requires the development of controllers that integrate all the 
available actuators. Moreover, the complex burning-plasma dynamics and the uncertain nature 
of some of its components suggest that nonlinear, robust, burn controllers are necessary. For 
instance, the deuterium–tritium concentration in the fueling lines may vary over time and the 
estimation of such variation during operation may be difficult or not even possible. Available 
actuators for the regulation of the burn condition are auxiliary power modulation, fueling 
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rate modulation [3, 4], and controlled impurity injection [5, 
6]. An additional actuator that might be considered is in-vessel 
coil-current modulation. Recent experiments in the DIII-D 
tokamak suggested the possibility of using the in-vessel coils 
for burn control purposes [7]. When electric current is driven 
through the in-vessel coils, these generate non-axisymmetric 
magnetic fields that modify the magnetic configuration of 
the tokamak. In [7], the capability of the in-vessel coils to 
modify the plasma-energy confinement time and control the 
plasma energy is shown in low collisionality, low density dis-
charges. Reductions in the plasma-energy confinement time 
were observed after activation of the in-vessel coils, together 
with decreases in the pedestal electron density. Changes in 
the plasma shape and edge-localized mode activity were small 
after application of non-axisymmetric magnetic fields. Other 
previous experiments in DIII-D [8], TEXT [9] and Tore Supra 
[10] also showed a degradation in confinement and/or elec-
tron density reduction after application of non-axisymmetric 
magn etic fields. However, in discharges with higher plasma 
col lisionality and higher density in DIII-D, no reductions 
in the plasma-energy confinement time or pedestal electron 
density were found [8]. Although the effects of non-axisym-
metric fields on confinement degradation are still under study, 
it is reasonable to include in-vessel coil-current modulation 
as a potential actuator for burn control in low collisionality 
plasmas as the ones expected in ITER [11].

In ITER, two fueling techniques will be considered: gas 
puffing and pellet injection. Present-day tokamaks normally 
use gas puffing as the primary fueling technique. However, in 
future tokamaks working at higher densities and high-confine-
ment regimes, gas puffing is predicted to have a poor fueling 
efficiency due to the existence of a high plasma-edge pres-
sure gradient [12]. Therefore, techniques like pellet injection, 
that has a higher capability to penetrate the magnetic fields 
and deposit particles into the plasma core, will most likely 
be the primary fueling technique in ITER. Gas puffing will 
mainly be used to fuel the plasma edge in order to enhance 
impurity transport out of the plasma core and keep optimal 
divertor conditions [12]. Two pellet injectors will be avail-
able in the initial phase of ITER. Each of these pellet injec-
tors will be able to produce pellets made of both deuterium 
(D) and tritium (T), with a concentration of up to 90% T. 
One of the pellet injectors will be used to inject pellets made 
of only D, while the other pellet injector will inject pellets 
with the highest possible concentration of T. In this work, the 
first pellet injector is denoted as D pellet injector, whereas 
the second pellet injector is denoted as D–T pellet injector. 
Although the nominal concentrations for these lines are 100% 
D and 10%D–90%T, respectively, the D–T concentration of 
those pellets may vary over time. This is mainly due to the fact 
that T tends to permeate very easily through the plasma facing 
components (PFCs), and also through the tritium exhaust 
and re-processing system [13]. Most PFCs will be made of 
beryllium (like the vacuum vessel walls), tungsten (divertor 
components) or carbon, whereas the tritium exhaust and re-
processing systems will include materials such as ceramics, 
different kinds of steel, and aluminum alloys. The T perme-
ability and solubility in all these materials is variable, so part 

of the T will inevitably diffuse into the materials which are 
more susceptible at a rate which will be difficult to estimate 
during operation. As a result, keeping a constant D–T concen-
tration in the pellets may be just not possible. These concen-
tration variations, which may be in turn hard or impossible to 
measure in real time, can decrease the burning plasma per-
formance to unacceptable levels. Therefore, burn controllers 
that are robust to unknown variations in the D–T concentra-
tions will be required for successful, accurate control in future 
burning-plasma tokamaks.

In the past, the most common approach to model-based 
burn control was to use linear control techniques after approx-
imately linearizing the nonlinear models for the burning-
plasma dynamics. However, an effective burn controller must 
be capable of not only regulating the system stably around a 
desired operating point (around which the model linearization 
is carried out) but also driving the system into or out of the 
burning plasma mode and from one operating point to another 
within the burning plasma mode (e.g. different Q or fusion 
power). Therefore, the complex nonlinear physics that char-
acterizes the burning plasma dynamics dictates that control-
lers that embed the nonlinear dynamic models in the control 
synthesis process will have an improved performance when 
compared to those controllers that only use approximate linear 
models. In order to overcome the operability limits imposed 
by the linearization of the burn dynamics, our present and 
prior work is characterized by the use of nonlinear techniques 
for burn control. In [14], a model-based nonlinear controller 
was introduced for the first time to regulate the burn condi-
tion by combining auxiliary power modulation, fueling rate 
modulation, and impurity injection. A different approach to 
fueling rate modulation was introduced in [15] to control the 
mix of deuterium and tritium by using the so-called isotopic 
fuel tailoring approach [16], which allows for reducing the 
generated fusion power and, therefore, controlling the plasma 
energy. More recently, in-vessel coil-current modulation was 
included in the control design in conjunction with isotopic 
fuel tailoring [17].

In this work, a nonlinear, model-based controller is first 
synthesized by using Lyapunov-based control-design tech-
niques. The proposed controller integrates all the actuators 
available for burn control: auxiliary power modulation, in-
vessel coil-current modulation, fueling rate modulation, and 
controlled impurity injection. The control algorithm considers 
that the primary methods to regulate the plasma energy are 
auxiliary power modulation and in-vessel coil-current mod-
ulation. Fueling rate modulation is used in isotopic fueling 
mode to control the plasma energy and total density if both 
the auxiliary power and the in-vessel coil current saturate, or 
if the total plasma density, n, is such that n > 2fGWn GW, where 
0 < fGW ! 1 is a design parameter, and nGW is the Greenwald 
density limit. Otherwise, fueling rate modulation is exclu-
sively used to control the D and T densities. Reduction of the 
plasma energy by in-vessel coil-current modulation, instead 
of by isotopic fueling, allows for smaller control actions 
and finer plasma-energy regulation, provided that a careful 
controller design is followed. Impurity injection is kept as 
a backup actuator to decrease the plasma energy provided 
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that n ! 2fGWn GW. By integrating all the feasible actuators 
within a single algorithm that operates them simultaneously 
and makes decisions about which one is the most suitable to 
ensure successful regulation of the burn condition, a more effi-
cient burn controller can be synthesized to overcome the actu-
ation capability limits arising when using individual actuators. 
To make the proposed nominal nonlinear feedback controller 
robust against unknown variations in the D–T concentra-
tions of the fueling lines over time such as biases and drifts, 
the control laws for fueling rate modulation are augmented 
by following a Lyapunov-redesign approach. Initial work 
towards this goal has been reported in [18]. In summary, the 
main contribution of this work is the development of a more 
complex burn control strategy that is robust against D–T con-
centration variations in the fueling lines, and that at the same 
time integrates in-vessel coil-current and controlled impurity 
injection with the capability of directly controlling the total 
plasma density. The resulting robust nonlinear feedback con-
troller has been tested in nonlinear simulations for different 
ITER-like scenarios where its performance is assessed when 
rejecting initial perturbations, regulating the system around 
desired operating points, and driving the system between 
different operating points. Variations in the D–T concentra-
tions of the fueling lines, which are unknown to the controller, 
have been emulated during the simulations to test the robust-
ness of the control algorithm. Moreover, the performance of 
the robust nonlinear feedback controller has been compared 
to the performances of both the nominal nonlinear feedback 
controller, which is not robust against variations in the D–T 
concentrations of the fueling lines, and a feedforward control 
law designed based on the nominal model (not capturing pos-
sible variations in the D–T fuel concentrations).

This paper is organized as follows. The nonlinear plasma 
model is described in section 2, while the control objective 
is stated in section 3. The controller algorithm is introduced 
in section 4. The simulation study is presented in section 5. 
Finally, some conclusions and a discussion on possible future 
work are given in section 6. Appendices are provided to cover 
the basics of Lyapunov stability theory (appendix A) and 
Lyapunov redesign techniques (appendix B).

2. Burning plasma model

The model utilized in this work is a zero-dimensional model 
in which all variables can be considered as volume-averaged 
magnitudes. It takes into account the existence of the different 
types of particles that compose the burning plasma: D, T, α 
particles, and impurities. Approximate particle density and 
energy balance equations  are employed to characterize the 
dynamics of the burning plasma. It is assumed in this work that 
ion and electron temperatures are identical, i.e. T ! Te = Ti, 
which enables the use of a single energy balance equation in 
the modeling process. If necessary, this assumption can be 
relaxed at the expense of a more complex control design.

The balance equations for the D and T densities, nD and nT, 
are given by

dn D

dt
= − n D

τD
+ feffSR

D − Sα + Sinj
D , (1)

dn T

dt
= − n T

τT
+ feffSR

T − Sα + Sinj
T , (2)

where t is the time, the terms −nD/τD and −nT/τT represent 
the transport of D and T particles out of the plasma core, 
respectively, τD and τT are the D and T confinement times, 
respectively, SR

D and SR
T are the D and T sources from recy-

cling, respectively, feff is a constant parameter that quantifies 
the efficiency with which the plasma core is fueled by recy-
cling, Sinj

D  and Sinj
T  are the controllable D and T injection rates, 

respectively, and Sα is the source of α particles arising from 
nuclear fusion reactions,

Sα = nDnT⟨σv⟩ = γ(1 − γ)(nD + nT)
2 ⟨σv⟩, (3)

where γ  is the tritium fraction, defined as

γ = nT/(nD + nT), (4)

and ⟨σv⟩ is the cross section of the D–T reaction, which is 
modeled as

⟨σv⟩ = exp (a1 /Tr + a2 + a3 T + a4 T 2 + a5 T 3 + a6 T 4 ), (5)

where ai and r are constant scaling parameters [19], and T is 
the plasma temperature. SR

D and SR
T are modeled as in [15],

SR
D =

1
1 − fref(1 − feff)

{
fref

n D

τD
+ (1 − γPFC)

×
[
(1 − fref(1 − feff))Reff

1 − Reff(1 − feff)
− fref

](
n D

τD
+

n T

τT

)}
,

 
(6)

SR
T =

1
1 − fref(1 − feff)

{
fref

n T

τT
+ (1 − γPFC)

×
[
(1 − fref(1 − feff))Reff

1 − Reff(1 − feff)
− fref

](
n D

τD
+

n T

τT

)}
,

 
(7)

where fref, Reff , γPFC are constant parameters that characterize 
the recycling effects.

The balance equation  for the α-particle density, nα, is 
given by

d nα
d t

= −nα
τα

+ Sα, (8)

where the term −nα/τα represents the transport of α particles 
out of the plasma core, and τα is the confinement time of the α 
particles. For simplicity, only one type of impurity particle is 
considered in this work, although a more complex model with 
more types of particles could be used. The time evolution of 
the impurity particle density, nI, is given by

d n I

d t
= − n I

τI
+ S sp

I + S inj
I , (9)

where the term −n I/τI represents the transport of impurities 
out the plasma core, τI  is the confinement time of the corre-
sponding impurity particle, S inj

I  is the source of impurities 
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injected for control purposes, and S sp
I  is the source of impuri-

ties arising from sputtering, which is modeled as

S sp
I = f sp

I

(
n
τI

+
d n
d t

)
, (10)

where f sp
I > 0 is a constant parameter, and n is the total 

plasma density,

n = n i + n e = 3 n α + 2 n D + 2 n T + (1 + ZI)n I , (11)

where n i = n α + n D + n T + n I is the ion density, and ne is the 
electron density, which is related to the density of the ions by 
the quasi-neutrality condition, ne = 2nα + nD + nT + ZInI, 
where ZI is the atomic number of the impurities. The plasma 
energy, E, is related to n and T by

E =
3
2
(niTi + neTe) =

3
2

nT , (12)

where the assumption T ! Te = Ti has been used. The energy 
density balance in the plasma is given by

dE
dt

= − E
τE

+ P ! − E
τE

+ Pα + POhm − Prad + Paux, (13)

where τE is the energy confinement time, P ! Pα+
POhm − Prad + Paux is the total power density, Pα is the  
α-particle heating power density, POhm  is the ohmic 
heating power density, Prad is the radiative power den-
sity, and Paux  is the auxiliary power density injected 
into the plasma. The α-particle power is given by 
Pα = QαSα, where Qα = 3.52 MeV. The ohmic power 
is given by POhm = 2.8 × 10−9(ZeffI2

p)/(a4T3/2), where 
Zeff = (4nα + nD + nT + Z2

I nI)/ne is the effective atomic 
number of the plasma ions, Ip is the plasma current, a is  
the minor radius of the tokamak, and T has to be given in 
keV. The radiative power is composed by three terms, 
Prad = Pbrem + Pline + Prec, where Pbrem is the Bremsstrahlung 
term, Pline is the line radiation term, and Prec is the recom-
bination term. Each term is given by Pbrem = 4.8 × 10−37  (∑

j n jZ2
j
)
n e
√

T , Pline = 1.8 × 10−38
(∑

j n jZ4
j
)
n eT−1/2, and 

Prec = 4.1 × 10−40
(∑

j n jZ6
j
)
n eT−3/2, where the summation 

in j  is done for all types of ions in the plasma, and T has to be 
given in keV [20].

2.1. Effect of in-vessel coil currents on energy confinement 
time

For τE, the IPB98(y,2) scaling is used [21],

τE = 0.0562 HHI0.93
p B0.15

T n0.41
e19 M0.19

× R1.39a0.58 κ0.78
95 (PV)−0.69, 

(14)

where HH is the so-called H-factor, Ip is the plasma current in 
MA, BT is the toroidal magnetic field, ne,19 is the electron den-
sity in 1019 m−3, M = (2nD + 3nT)/(nD + nT) is the plasma 
effective mass in amu, R is the major radius, a is the minor 
radius, κ95 is the elongation at the 95% flux surface/separatrix, 
P is the total power density in MW m−3, and V  is the plasma 
volume. It is assumed that all particle confinement times scale 
with τE, i.e. τα = kατE, τD = kDτE, τT = kTτE , τI = kIτE, 
where kα, kD, kT and kI are constant parameters.

The H-factor, HH, is a scalar which represents the uncer-
tainty of the IPB98(y,2) scaling under different scenarios 
and operating conditions. A value of HH = 1 yields the best 
fit to experimental data in the international database. It can 
also be seen as a measurement of the plasma confinement 
quality which comprises effects not explicitly included in 
the IPB98(y,2) scaling. Amongst those effects, perturbations 
in the tokamak magnetic configuration can be considered. 
In particular, those magnetic perturbations introduced by the 
non-axisymmetric magnetic fields generated by the in-vessel 
coils have a proven impact on HH in DIII-D plasmas with 
relatively low normalized collisionality νe and relatively low 
ne (νe ≈ 0.1, ne ≈ 3.5 × 1019 m−3) [7]. In these experiments, 
activation of the in-vessel coils implied a decrease in HH and, 
consequently, a decrease in τE. Tokamak plasmas with higher 
νe and ne, on the contrary, did not show HH variations under 
application of non-axisymmetric magnetic fields [8]. Using the 
experimental data available for DIII-D in [7, 8], the influence 
on HH of the in-vessel-coil current, denoted as Icoil (assuming 
that all in-vessel coils are configured to have the same current), 
is modeled by using a control-oriented scaling given by

HH =HH,0 +

(
ne

ne,0

)−δ( νe

νe,0

)−λ

×
[
C2I2

coil + C1Icoil
]
,

 (15)

where HH,0 is the H-factor without activation of the in-vessel 
coils, ne,0 and νe,0 are the electron density and collisionality, 
respectively, corresponding to a nominal working point for 
which experimental data is available, and δ > 0, λ > 0, C1 
and C2 are constants which are determined from the exper-
imental data. Because the in-vessel coils can only reduce HH, 
the term 

[
C2I2

coil + C1Icoil
]
 is always ! 0, ∀Icoil ! 0.

2.2. Uncertainty characterization for the D–T concentration in 
the fueling lines

The fueling rates associated with the two fueling lines avail-
able in the initial phase of ITER (D–T pellet injector and 
D pellet injector) are denoted as Sinj

DT-line and Sinj
D-line, respec-

tively, and are considered as directly controllable magni-
tudes. Sinj

D  and Sinj
T  can be expressed, in terms of Sinj

DT-line and 
Sinj

D-line, as

Sinj
D = (1 − γD-line)S

inj
D-line + (1 − γDT-line)S

inj
DT-line, (16)

Sinj
T = γD-lineSinj

D-line + γDT-lineSinj
DT-line, (17)

where γDT-line ∈ [0, 1] and γD-line ∈ [0, 1] are parameters 
that characterize the T concentration in the D–T and D 
pellet injectors, respectively. Therefore, in the nominal case, 
γDT-line = γnom

DT-line ! 0.9 and γD-line = γnom
D-line ! 0. However, 

as introduced above, unknown variations over time in the D–T 
concentrations are expected in the fueling lines. Such uncer-
tainties are modeled as

γD-line = γnom
D-line + δD-line, (18)

γDT-line = γnom
DT-line + δDT-line, (19)
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where δDT-line and δD-line are the unknown variations in the 
D–T concentration in the D–T and D pellet injectors, respec-
tively. From its definition, it is found that δDT-line ∈ [−0.9, 0.1] 
and δD-line ∈ [0, 1], so these uncertainties are bounded.

2.3. Total density and tritium fraction dynamics

By using (16) and (17), equations (1) and (2) can be rewritten 
in terms of the inputs to the system Sinj

D-line and Sinj
DT-line as

dn D

dt
=− n D

τD
+ feffSR

D−Sα + (1 −γD-line)S
inj
D-line

+(1 −γDT-line)S
inj
DT-line,

 
(20)

dn T

dt
=− n T

τT
+ feffSR

T−Sα + γD-lineSinj
D-line

+ γDT-lineSinj
DT-line.

 
(21)

Because isotopic fueling controls E by regulating γ, and stability 
limits exist for n, it may be convenient to control n and γ instead 
of nD and nT when using this fueling technique. From (4), (11), 
and the balance equations  (8), (9), (20), (21), it is possible to 
write the balance equations for n and γ, which are given by

dn
dt

= 3
(
− n α
τα

+ Sα
)
+[3 n α + (1 + ZI) n I − n ]

(
1 − γ

τD
+
γ

τT

)
+ 2 feff

(
SR

D + SR
T
)
− 4 Sα + 2 (Sinj

D-line + Sinj
DT-line)

+ (1 + ZI)

(
− n I

τI
+ Sinj

I + Ssp
I

)
,

 
(22)

dγ
dt

= γ(1 − γ)

(
1
τD

− 1
τT

)
+

2
n − 3 n α − (1 + ZI) n I[

feffSR
T − Sα + γD-lineSinj

D-line + γDT-lineSinj
DT-line − γ

(
feff

(
SR

D + SR
T
)
− 2 Sα + Sinj

D-line + Sinj
DT-line

)]
.

 
(23)

A a result, two states, x, are utilized in this work for control 
design.

 (i)  If fueling rate modulation directly controls nD and nT, 
then x = [nα, nD, nT, nI , E]T .

 (ii)  If isotopic fuel tailoring controls n and γ , then 
x = [nα, n, γ, nI , E]T .

The inputs to the system are Paux , Icoil, S inj
I , Sinj

D-line, and 
Sinj

DT-line. To close the model, it is necessary to specify the 
machine parameters. ITER is the machine considered in this 
work, and its parameters are given in table 1. Moreover, the 
variables employed in this nonlinear model of the burning 
plasma are summarized in table 2. Also, a diagram illustrating 

Table 1. ITER parameters [21].

Symbol Description Value

Ip Plasma current 15.0 MA
R Major radius 6.2 m
a Minor radius 2.0 m
BT Magnetic field 5.3 T
κ95 Elongation at 95% 

flux surface/separatrix
1.7

V Plasma volume 837 m3

νe Normalized electron 
collisionality

0.1

Table 2. Model variables.

Symbol Description Type of variable

nα, nD, nT, nI Particle densities State
E Plasma energy density State
γ Tritium fraction Intermediate 

variable
ne, ni, n Electron, ion, and total 

density
Intermediate 
variable

Zeff Effective atomic number Intermediate 
variable

M Plasma effective mass Intermediate 
variable

T Plasma temperature Intermediate 
variable

βt, βN Toroidal and normalized 
plasma beta

Intermediate 
variable

Sα Source of α particles from 
fusion

Intermediate 
variable

⟨σv⟩ Reactivity Intermediate 
variable

SR
D, SR

T
Recycling D and T sources Intermediate 

variable

Sinj
D , Sinj

T
Injected D and T sources Intermediate 

variable
S sp

I
Sputtering source Intermediate 

variable
Pα, POhm , Prad α, Ohmic, and radiative 

heating sources
Intermediate 
variable

τE, τα, τD, τT, 
τI

Confinement times Intermediate 
variable

Sinj
D-line, S

inj
DT-line

D and DT pellet injection 
rates

Controllable 
input

S inj
I

Impurity injection rate Controllable 
input

Icoil In-vessel coil current Controllable 
input

Paux Auxiliary heating Controllable 
input

Ip, R, a, BT, 
κ95, V , νe

Machine parameters Machine 
parameter

ai, r Reactivity constants Model parameter
ZI Impurity atomic number Model parameter
kα, kD, kT, kI Confinement time constants Model parameter
feff, Reff , fref, 
γPFC, f sp

I

Recycling & sputtering 
constants

Model parameter

HH,0, Ci, λ, δ, 
ne,0, νe,0

In-vessel coil-model 
constants

Model parameter

γnom
D-line, γ

nom
DT-line Nominal pellet 

concentrations
Model parameter

δD-line, δDT-line Uncertain pellet 
concentrations

Uncertain 
variables

Nucl. Fusion 59 (2019) 096023
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the relationship between these variables, as well as their con-
nection with the nonlinear burn controller presented in sec-
tion 4, is shown in figure 1.

3. Operating points and control objective

The equilibria of the balance equations (8), (9), (13), (20), (21) 
(or alternatively, (8), (9), (13), (22) and (23)), which define the 
operating points of the tokamak, are obtained by setting the 
time derivatives to zero. Upper bars are used to denote equilib-
rium values. As no controlled impurity injection is desired at 
equilibrium, S̄ inj

I ≡ 0 is set. In addition, at any operating point, 
it is desirable that τ̄E is as large as possible, thus Īcoil ≡ 0 is 
imposed. Then, the equilibrium system is composed by five 
equations  with eight unknowns (five state variables  +  three 
inputs), so three variables must be specified in order to find a 
unique solution.

The variables fixed in this work to solve for the equilib-
rium, and therefore define the tokamak operating points, are 
T = T̄ , γ = γ̄ , and βN = β̄N , where

βN = βt
aBT

Ip
[%], βt =

4
3 µ0 E
B2

T
, (24)

where µ0 is the vacuum permeability. The dynamic equa-
tions for the state error, defined as x̃ ! x − x̄, are given by

d ñα
d t

= − n̄α
τα

− ñα
τα

+ Sα, (25)

d̃n D

dt
= − n̄ D

τD
− ñ D

τD
+ feffSR

D − Sα + (1 − γD-line)

× Sinj
D-line + (1 − γDT-line)S

inj
DT-line,

 
(26)

d̃n T

dt
=− n̄ T

τT
− ñ T

τT
+ feffSR

T−Sα

+γD-lineSinj
D-line+γDT-lineSinj

DT-line, (27)

d ñ I

d t
= − n̄ I

τI
− ñ I

τI
+ S inj

I + S sp
I , (28)

d Ẽ
d t

= − Ē
τE

− Ẽ
τE

+ Pα + POhm − Prad + Paux, (29)

Figure 1. Diagram for the burning-plasma plant and its connection with the controller.
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if x̃ = [ñα, ñD, ñT, ñI , Ẽ]T  (isotopic fueling is not used). If 
x̃ = [ñα, ñ, γ̃, ñI , Ẽ]T  (isotopic fueling is used), then (26) and 
(27) are substituted by

d̃n
dt

= 3
(
− ñ α
τα

− n̄ α
τα

+ Sα
)
+ 2 feff

(
SR

D + SR
T
)
− 4 Sα

+[3 (n̄ α+ ñ α)+(1 +ZI)(n̄ I+ ñ I)−(n̄ + ñ )]
(

1 −(γ̄+γ̃)

τD
+

(γ̄+γ̃)

τT

)

+ 2 (Sinj
D-line + Sinj

DT-line) + (1 + ZI)

(
− n̄ I

τI
− ñ I

τI
+ Sinj

I + Ssp
I

)
,

 
(30)

dγ̃
dt

= (γ̄ + γ̃)(1 − (γ̄ + γ̃))

(
1
τD

− 1
τT

)

+
2

n̄ + ñ − 3 (n̄ α + ñ α)− (1 + ZI) (n̄ I + ñ I)

×
{

feffSR
T − Sα + γD-lineSinj

D-line + γDT-lineSinj
DT-line

− (γ̄ + γ̃)
[

feff
(
SR

D + SR
T
)
− 2 Sα + Sinj

D-line + Sinj
DT-line

]}
.

 (31)
The control objective is to drive the state error x̃ to zero, i.e. to 
drive the state x to its equilibrium value x̄.

4. Controller design

4.1. Nominal control law (δD-line = 0, δDT-line = 0)

A controller for the nominal system (δD-line = 0, δDT-line = 0) 
is designed in this section by using Lyapunov techniques (see 
appendix A). As shown in figure 1, it is assumed that the states 
are available for feedback control (either measured by plasma 
diagnostics or estimated by a state observer). Each actuation 
method is employed in accordance with the flowchart showed 
in figure 2. First, the nominal controller attempts to regulate 
Ẽ  by using auxiliary power modulation. If Paux  saturates, 

then in-vessel coil-current modulation is used. If in-vessel 
coil-current modulation saturates as well, then fueling rate 
modulation is used to attempt to control Ẽ  and ñ by isotopic 
fueling. On the other hand, if auxiliary power modulation 
and/or in-vessel coil-current modulation suffice to regulate 
Ẽ  without saturation, then fueling rate modulation is used to 
control ñD and ñT, except if too high values of n are found. 
In order to prevent n from reaching excessively high values 
that may trigger instabilities, isotopic fueling is used when 
the Greenwald density limit, denoted as nGW, is close to be 
reached. Finally, in case isotopic fueling is used but Ẽ  and ñ 
regulation cannot be ensured, impurity injection is employed 
to regulate Ẽ . Stability proofs are provided to show that if Ẽ , 
ñD, and ñT (or, alternatively, Ẽ , γ , and ñ when isotopic fueling 
is used) are successfully regulated, then ñα and ñ I converge to 
zero as well.

 Step 1: Auxiliary power modulation.  If Paux  is set to

Punsat
aux =

Ē
τE

− Pα − POhm + Prad − KPẼ, (32)

where KP  >  0 is a design parameter, then (29) is reduced to 
dẼ/dt = − (1/τE + KP) Ẽ , and using a Lyapunov function [22] 
VẼ = 1

2 Ẽ2 > 0, yields V̇Ẽ = − (1/τE + KP) Ẽ2 < 0. This ensures 
global asymptotical stability for Ẽ  (i.e. Ẽ → 0). Equation (32) 
represents the control law for Paux. When Paux = Punsat

aux , neither 
in-vessel coil-current modulation (Step 2) nor impurity injec-
tion (Step 5) are used, i.e. Icoil ≡ 0 and S inj

I ≡ 0. Moreover, 
ñD and ñT are controlled by fueling rate modulation (Step 
3) as long as n ! 2fGWn GW, where n GW = Ip

πa 2 1020 m−3 is 
the Greenwald density limit ( Ip in MA), and 0 < fGW ! 1 is 
a design parameter. Otherwise, ñD and ñT are controlled by 
isotopic fueling (Step 4). However, it may not be possible 

Figure 2. Utilization of the different actuation methods within the burn controller. Each actuation method is associated with a particular 
step of the control algorithm.
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to set Paux = Punsat
aux  as requested by (32) because there exist 

saturation limits, which are denoted as Pmax
aux  and Pmin

aux . If 
Punsat

aux > Pmax
aux , the control algorithm keeps Paux = Pmax

aux , but it 
cannot be ensured that Ẽ → 0. The only possible ways to cope 
with this limitation are either increasing Pmax

aux  or improving 
the machine parameters ( Ip, BT, R, a, κ95, etc) to enhance 
confinement. On the other hand, if Punsat

aux < Pmin
aux , the control 

algorithm keeps Paux = Pmin
aux , but it cannot be ensured that 

Ẽ → 0. In that case, the controller is designed to use in-vessel 
coil-current modulation (Step 2), isotopic fueling (Step 4), 
and/or impurity injection (Step 5) to regulate Ẽ , in this order.
 Step 2: In-vessel coil-current modulation.  If τE is set to

τ unsat
E =

Ē
Pmin + KτE Ẽ

, (33)

where Pmin = Pα + POhm − Prad + Pmin
aux, and KτE > 0 is a design 

parameter, then (29) is reduced to dẼ/dt = − (1/τE + KτE) Ẽ . 
Using VẼ = 1

2 Ẽ2 > 0, then V̇Ẽ = −
(
1/τE + KτE

)
Ẽ2 < 0, which 

ensures global asymptotical stability for Ẽ  (i.e. Ẽ → 0). The 
required value Iunsat

coil  to set τE as in (33) is obtained from (14), 
(15) and (33) by solving the following nonlinear equation,

C2(Iunsat
coil )2 + C1Iunsat

coil

=

(
τ unsat

E
KIPB98(y,2)

− HH,0

)(
ne

ne,0

)δ( νe

νe,0

)λ
,

 
(34)

where KIPB98(y,2) = 0.0562I0.93
p B0.15

T n0.41
e,19M0.19R1.39a0.58κ0.78

95  
(Pmin)−0.69V−0.69. As in Step 1, the right hand side of (34) 
can be computed, providing the control law for Icoil. When 
Icoil = Iunsat

coil , ñD and ñT are controlled by fueling rate modu-
lation (Step 3), except if n > 2fGWn GW, when again isotopic 
fueling (Step 4) is activated. However, it may not be possible 
to set Icoil = Iunsat

coil  because there exist saturation limits, i.e. 
0 ! Icoil ! Imax

coil . Iunsat
coil ! 0 is an indication that indeed there is 

no need to decrease τE. In this case, in-vessel coil-current mod-
ulation is not necessary and the controller makes Icoil ≡ 0. On 
the other hand, if Iunsat

coil > Imax
coil , the controller sets Icoil = Imax

coil  
and uses isotopic fueling (Step 4) and impurity injection (Step 
5) to further regulate Ẽ , as needed.

 Step 3: Fueling rate modulation (ñD and ñT control). If Sinj
D  

and Sinj
T  are set to

Sinj,unsat
D = −feffSR

D + Sα +
n̄ D

τD
− KD ñ D, (35)

Sinj,unsat
T = −feffSR

T + Sα +
n̄ T

τT
− KT ñ T, (36)

where KD > 0 and KT > 0 are design parameters, then (26) 
and (27) are reduced to d̃nD/dt = − (1/τD + KD) ñD and 
d̃nT/dt = − (1/τT + KT) ñT, respectively. Using VñD = 1

2 ñ2
D 

and VñT = 1
2 ñ2

T, it is found that V̇ñD = − (1/τD + KD) ñ2
D and 

V̇ñT = − (1/τT + KT) ñ2
T < 0, thus both ñD and ñT evolutions 

are globally asymptotically stable (i.e. ñD → 0 and ñT → 0). 
The stabilizing values for Sinj

D-line and Sinj
DT-line are obtained by 

solving (16), (17) together with (35), (36), and are given by

Sinj,unsat
D-line =

1
γnom

DT-line − γnom
D-line

(
γnom

DT-line(−feffSR
D+Sα+

n̄ D

τD
−KD ñ D)

− γnom
D-line(−feffSR

T + Sα +
n̄ T

τT
− KT ñ T)

)
,

 

(37)

Sinj,unsat
DT-line =

1
γnom

DT-line−γnom
D-line

(
γnom

DT-line(−feffSR
D+Sα+

n̄ D

τD
−KD ñ D)

− γnom
D-line(−feffSR

T + Sα +
n̄ T

τT
− KT ñ T) + feff(SR

D − SR
T)

+
n̄ T

τT
− n̄ D

τD
+ KD ñ D − KT ñ T

)
.

 

(38)

Equations (37) and (38) are the nominal control laws for Sinj
DT-line 

and Sinj
D-line, respectively, when Step 3 is activated. Nonetheless, 

as before, it may not be possible to set Sinj
D-line = Sinj,unsat

D-line  and/
or Sinj

DT-line = Sinj,unsat
DT-line  because there exist physical saturation 

limits, that are denoted by Sinj,max
D-line , Sinj,min

D-line , Sinj,max
DT-line, and Sinj,min

DT-line. 
If Sinj

D-line/Sinj
DT-line is larger or smaller than its applicable satur-

ation limits, the controller keeps Sinj
D-line/Sinj

DT-line at the 
saturation limit that has been violated, and no further steps in 
the control algorithm are activated. The asymptotic stability of 
ñD and/or ñT cannot be ensured unless the controller recovers 
from the saturation limits. This is not an inherent problem 
of the control algorithm but just a physical limitation in the 
actuation capability of the tokamak.
Finally, it can be shown that, if Ẽ , ñD, and ñT are driven to 
zero, i.e. if E = Ē, nD = n̄D, and nT = n̄T, then ñα and ñ I are 
also driven to zero as t → ∞ provided that S inj

I ≡ 0. First, by 
defining n̂ I ! n I − f sp

I n , (9) can be rewritten as

d n̂ I

d t
+ f sp

I
d n
d t

= − n̂ I + f sp
I n

τI
+ S sp

I , (39)

and using (10), it is found that

d n̂ I

d t
= − n̂ I

τI
. (40)

Thus, n̂ I goes to zero as t → ∞ because τI > 0, which implies 
that

lim
t→∞

n I = f sp
I lim

t→∞
n , (41)

regardless of any condition other than S inj
I ≡ 0. It can be noted 

from the equilibrium conditions for (9), i.e. 0 = − n̄ I
τ̄I
+ S̄ sp

I , 
and (10), i.e. ̄S sp

I =
f sp
I n̄
τ̄I

, that ̄n I = f sp
I n̄ , which is consistent with 

(41). Using (11) and (41), it is found that

lim
t→∞

n =
3 limt→∞ n α + 2 n̄ D + 2 n̄ T

1 − f sp
I (1 + ZI)

. (42)

So, if limt→∞ nα = n̄α, n tends to its equilibrium value 
as well, and so does nI. Then, it is necessary to inspect 
the terms on the right-hand side of (25). The first term, 
−(n̄α + ñα)/τα = −nα/τα, decreases with an increase in nα, 
and vice versa, it increases with a decrease in nα. The second 
term, Sα, can be written as Sα = n̄Dn̄T⟨σv⟩DT . To see the 
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dependence of Sα with nα, it is necessary to analyze ⟨σv⟩DT , 
which is a positive, increasing function of T for the range of 
temperatures in which tokamaks operate [19]. Equation (11), 
together with (12), yields

T =
E
3
2 n

=
Ē

3
2 (3 n α + 2 n̄ D + 2 n̄ T)

(
1 − f sp

I (1 + ZI)

)
, (43)

where it has been used that E = Ē, nD = n̄D, nT = n̄T, and 
n I = f sp

I n  due to S inj
I ≡ 0. Therefore, increases in nα imply 

decreases in T, which imply decreases in ⟨σv⟩DT  and in Sα. 
On the other hand, decreases in nα imply increases in T, which 
imply increases in ⟨σv⟩DT and in Sα. Thus, due to the particular 
dependence of the right-hand-side terms of equation (25) with 
nα, it is possible to write that

d ñα
d t

∝ −ñα, (44)

and it can be concluded that the ñα → 0 as t → ∞. Then, nα 
tends to n̄α, n tends to n̄, and nI tends to n̄ I, and the control 
objective is fully achieved.

 Step 4: Fueling rate modulation (γ̂  and ñ control). By 
using isotopic fueling, the controller attempts to drive γ → γ∗ 
to make Ẽ  asymptotically stable by exploiting the dependence 
of Sα on γ  in (3). This γ∗ value is obtained by solving the 
nonlinear equation

γ∗(1 − γ∗) =
Ē
τE

− POhm − Paux+ Prad − Kγ,1Ẽ
Qα(nD + nT)2⟨σv⟩DT

, (45)

where Kγ,1 > 0 is a design parameter. In this case, (29) reduces 
to dẼ/dt = − (1/τE + Kγ,1) Ẽ, and using the same Lyapunov 
function VẼ = 1

2 Ẽ2 > 0 as before, global asymptotical stability 
of Ẽ  is ensured because V̇Ẽ = − (1/τE + Kγ,1) Ẽ2 < 0. For 
stability analysis, it is convenient to define γ̂ ! γ − γ∗ since 
making γ̂ → 0 is equivalent to making γ → γ∗. Taking Sinj

T  as

Sinj,unsat
T =

γ[feff(SR
D+SR

T)−2Sα+Sinj,unsat
D ]+Sα−feffSR

T+v
1 − γ

,
 

(46)

and using the definition for γ̂  and (23), it is possible to write

dγ̂
dt

= γ(1 − γ)

(
1
τD

− 1
τT

)
+

v
nD + nT

+
dγ∗

dt
. (47)

By taking

v = −(nD + nT)

[
γ(1 − γ)

1
τD

+
γ2 − γ∗

τT
+ Kγ,2γ̂ +

dγ∗

dt

]
,

 (48)
where Kγ,2 > 0 is a design parameter, it is found that 
dγ̂/dt = − (1/τT + Kγ,2) γ̂ . Then, using Vγ̂ = 1

2 γ̂
2, it is found 

that V̇γ̂ = − (1/τT + Kγ,2) γ̂2 < 0. Thus, global asymptotical 
stability of γ̂  is ensured. Taking Sinj

D  as

Sinj,unsat
D =

n D

τD
+

n T

τT
− feff(SR

D + SR
T)

+ 2Sα − Sinj,unsat
T + w,

 
(49)

and using (22), it is possible to write

d ñ
d t

= 3
(
−nα
τα

+ S α
)

+ (1 + ZI)

(
−nI

τI
+ S inj

I + S sp
I

)
+ 2 w,

 

(50)

where ñ ! n − n̄. By taking

w =− 1
2

[
3
(
−nα
τα

+Sα
)

+(1 + ZI)

(
−nI

τI
+ Sinj

I + Ssp
I

)
+Knñ

]
,

 
(51)

where Kn  >  0 is a design parameter, it is found that 
dñ/dt = −Knñ. Using Vñ = 1

2 ñ2 ensures global asymptotical 
stability of ñ because V̇ñ = −Knñ2 < 0. Solving (46) and (49) 
for Sinj,unsat

D  and Sinj,unsat
T  yields

Sinj,unsat
D = (1 − γ)

(
n D

τD
+

n T

τT
+ w

)
+ Sα − feffSR

D − v, (52)

Sinj,unsat
T = γ

(
n D

τD
+

n T

τT
+ w

)
+ Sα − feffSR

T + v. (53)

The stabilizing values for Sinj
D-line and Sinj

DT-line are obtained from 
solving (16) and (17) together with (52) and (53), and are 
given by

Sinj,unsat
D-line =

1
γnom

DT-line − γnom
D-line

[
γnom

DT-line(1 − γ)

(
n D

τD
+

n T

τT
+ w

)

− γnom
D-lineγ

(
n D

τD
+

n T

τT
+w

)
+(γnom

DT-line−γnom
D-line)

(
Sα−feff(SR

D+SR
T)

)

− v(γnom
DT-line + γnom

D-line)

]
,

 

(54)

Sinj,unsat
DT-line =

1
γnom

DT-line−γnom
D-line

[
(γnom

DT-line − 1 )(1 − γ)

(
n D

τD
+

n T

τT
+ w

)

+ (γnom
DT-line − 1 )(Sα − feffSR

D − v) + (1 − γnom
D-line)γ

(
n D

τD
+

n T

τT
+ w

)

+ (1 − γnom
D-line)(Sα − feffSR

T + v)

]
.

 
(55)

Equations (54) and (55) are the nominal control laws for Sinj
DT-line 

and Sinj
D-line, respectively, when Step 4 is activated. If the satur-

ation limits Sinj,max
D-line , Sinj,min

D-line , Sinj,max
DT-line, and Sinj,min

DT-line are reached, 
then the controller keeps Sinj

D-line/S
inj
DT-line at the satur ation limit 

that has been violated (i.e. same procedure as in Step 3). The 
stability of the Ẽ , ̃n, and/or γ̂ cannot be ensured in this case until 
the controller recovers from the saturation limits. Again, this is 
not a problem of the control algorithm but just a natural limita-
tion imposed by the available actuation capability. However, in 
this case, impurity injection is activated for Ẽ  regulation (Step 
5), as long as n ! 2fGWn GW. If n > 2fGWn GW, impurity injec-
tion is never used, as it always increases n.

Finally, by following arguments similar to those used for 
Step 3, it can be shown that, if Ẽ , ñ, and γ̃  are driven to zero, 
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i.e. if E = Ē, n = n̄, and γ = γ̄ , then ñα and ñ I are also driven 
to zero as t → ∞ provided that S inj

I ≡ 0, and the control objec-
tive is fully achieved.
 Step 5: Impurity injection. By using impurity injection,  
the controller attempts to drive n I → n ∗I  such that the Ẽ evolution 
is asymptotically stable by exploiting the depend ence of Prad on 
nI. This n ∗

I  value is obtained by solving the nonlinear equation

Prad(n∗I ) = − Ē
τmin

E
+ Pmin

α + POhm + Pmin
aux + KnI Ẽ, (56)

where KnI > 0 is a design parameter, and Pmin
α  is the α heating 

achieved by isotopic fueling. Note that Paux = Pmin
aux , τE = τmin

E , 
and Pα = Pmin

α , which means that impurity injection is used 
only when the combination of auxiliary power modulation 
(Step 1), in-vessel coil-current modulation (Step 2) and iso-
topic fueling (Step 3) is not enough to asymptotically stabilize 
Ẽ . In this case, (29) reduces to dẼ/dt = −

(
1/τmin

E + KnI

)
Ẽ . 

By using VẼ = 1
2 Ẽ2 > 0 as before, global asymptotical sta-

bility of Ẽ  is ensured because V̇Ẽ = −
(
1/τmin

E + KnI

)
Ẽ2 < 0. 

It is convenient to define n̂ I ! n I − n ∗
I  for stability analysis 

since making n̂ I → 0 is equivalent to making n I → n ∗I . By 
using both this definition and (9), and by taking S inj

I  equal to

Sinj,unsat
I =

n∗I
τI

− Ssp
I − KIn̂I +

dn∗
I

dt
, (57)

where KI  >  0 is a design parameter, it is possible to write 
dn̂I/dt = − (1/τI + KI) n̂I . Taking Vn̂I =

1
2 n̂2

I , it is found that 
V̇n̂I = −(1/τI + KI)n̂2

I < 0, which implies n̂ I → 0. Therefore, 
it can be ensured that n I → n ∗I  and Ẽ → 0. Equation (57) is 
the control law for S inj

I . Because of the upper saturation limit 
that exists for S inj

I , denoted as S inj,max
I  (note that S inj,min

I ≡ 0), 
Ẽ → 0 cannot be guaranteed until after the controller recovers 
from saturation.

4.2. Robust control law (δD-line ̸= 0, δDT-line ̸= 0)

The control laws obtained for the nominal system are robus-
tified in this section  for the uncertain system (δD-line ̸= 0, 
δDT-line ̸= 0) by following a Lyapunov redesign approach (see 
appendix B). The robust controller uses the same order and 
logic followed by the nominal controller for the activation of the 
actuators. Because the uncertainties are found in the nD − nT 
balance equations, or alternatively, in the n − γ balance equa-
tions, the control laws for auxiliary power modulation, in-vessel 
coil-current modulation, and controlled impurity injection do 
not need to be modified. On the other hand, the control laws for 
Sinj

D-line and Sinj
DT-line, either controlling ̃nD and ̃nT (37) and (38), or 

controlling Ẽ  (through γ̂) and ñ (54) and (55), need to be modi-
fied to make them robust against the model uncertainties. Then, 
only Steps 3 and 4 need to be considered for redesign.

 Step 3: Robust fueling rate modulation (ñD and ñT 
Control). Equations (26) and (27) can be written in matrix 
form as

[
˙̃n D
˙̃n T

]
= f + G

[
u + δ

]
, (58)

where

f =

[
− n̄ D
τD

− ñ D
τD

+ SR
D − Sα

− n̄ D
τT

− ñ T
τT

+ SR
T − Sα

]
,

 

(59)

G =

[
1 − γnom

DT-line 1 − γnom
D-line

γnom
DT-line γnom

D-line

]
,

 

(60)

u =

[
Sinj

DT-line

Sinj
D-line

]
, (61)

δ = G−1

[
−(δDT-lineSinj

DT-line + δD-lineSinj
D-line)

δDT-lineSinj
DT-line + δD-lineSinj

D-line

]
.

 

(62)

The nominal control law for ̃nD − ñT, (37) and (38), is denoted 
by ψn. For the nominal ñD − ñT subsystem, given by (58) with 
δ = 0, it has been shown that u = ψn is a stabilizing control law, 
i.e. the Lyapunov function VñDT = VñD + VñT = 1

2 ñ2
D + 1

2 ñ2
T 

yields V̇ñDT = −
( 1
τD

+ KD
)
ñ2

D −
( 1
τT

+ KT
)
ñ2

T, which is 
strictly negative for all ñD, ñT ̸= 0 . A control law

u = ψn + vrob (63)

is now sought for the uncertain ñD − ñT subsystem, given 
by (58) with δ ̸= 0, where vrob is the part to be designed for 
robustness. Using a Lyapunov-redesign approach [22], vrob is 
taken as

vrob =

⎧
⎪⎪⎨

⎪⎪⎩

−κ0 ∥ψn∥2
1 − κ0

wrob
∥wrob ∥2

if κ0 ∥ψn∥2 ∥wrob ∥2 ! ϵ,

−
(
κ0 ∥ψn∥2

1 − κ0

)2
wrob
ϵ if κ0 ∥ψn∥2 ∥wrob ∥2 < ϵ,

 (64)

where ϵ is a small positive design parameter that is needed 
to prevent a potential singularity of the control law at 

ñD = ñT ≡ 0, and wrob is given by wT
rob = [

∂VñDT
∂ñD

, ∂VñDT
∂ñT

]G, 
where κ0 =

√
2(δmax

DT-line)
2 + (δmax

D-line)
2/|γnom

DT-line − γnom
D-line| is a 

positive constant that is obtained by finding a bound to δ of 
the form ∥δ(ψn + vrob)∥2 ! κ0(∥ψn∥2 + ∥vrob∥2). This bound 
can be relatively easily obtained by using the triangular and 
the Cauchy–Schwarz inequalities. The modified control laws 
(63) and (64) do not assure that ñD → 0 and ñT → 0 in time, 
but they guarantee that |ñD| and |ñT| are bounded by class K 
functions of ϵ1. Therefore, it is critical to carefully choose ϵ 
so that it is small enough. Finally, using similar arguments 
to those used for the nominal system, it can be shown that if 
Ẽ  is driven to zero, |ñα| and |ñ I | are also bounded by class K 
functions of ϵ provided that S inj

I ≡ 0.

 Step 4: Robust fueling rate modulation (γ̂  and ñ con-
trol). Equations (30) and (31) can be written in matrix form 
as

1 A continuous function f (x) is said to be a class K function if: (1) it is a 
strictly increasing function of x, and (2) f (0) = 0 .
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[
˙̃n
˙̂γ

]
= f ⋆ + G⋆

[
u + δ⋆

]
, (65)

where

f ⋆ =

[
f ⋆1
f ⋆2

]
, (66)

f ⋆1 = 3
[
− n α
τα

+ Sα
]
+
(
3 n α + (1 + ZI) n I − n

)( 1 − γ

τD
+
γ

τT

)

+ 2 feff
(
SR

D + SR
T
)
− 4 Sα + (1 + ZI)

[
− n I

τI
+ Ssp

I

]
,

 
(67)

f ⋆2 = γ(1 − γ)

(
1
τD

− 1
τT

)
+

2
n − 3 n α − (1 + ZI) n I

{
feffSR

T − Sα

−γ
[

feff
(
SR

D + SR
T
)
− 2 Sα

]}
,

 
(68)

G⋆ =

[
2 2

2 γnom
DT-line−γ

n−3 nα−(1+ZI)nI
2 γnom

D-line−γ
n−3 nα−(1+ZI)nI

]
,

 

(69)

δ⋆ = (G⋆)−1

[
0

2 δDT-lineS inj
DT-line

n−3 nα−(1 +ZI)nI
+ 2 δD-lineS inj

D-line
n−3 nα−(1 +ZI)nI

]
.

 

(70)

The nominal control law for γ̂ − ñ (isotopic fueling), 
(54) and (55), is denoted by ψ⋆n . For the nominal ñD − γ̂  
subsystem, given by (65) with δ = 0, it has been 
shown that u = ψ⋆n is a stabilizing control law, i.e. the 
Lyapunov function Vñ,γ̂ = Vñ + Vγ̂ = 1

2 ñ2 + 1
2 γ̂

2  yields 
V̇ñ,γ̂ = −Knñ2

D −
( 1
τT

+ Kγ,2
)
γ̂2, which is strictly negative for 

all ñD, γ̂ ̸= 0 . A control law

u = ψ⋆n + v⋆rob , (71)

is now sought for the uncertain ñD − γ̂  subsystem, given 
by (65) with δ ̸= 0, where v⋆rob is the part to be designed for 
robustness. Using a Lyapunov-redesign approach [22], v⋆rob is 
taken as

v⋆rob =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−κ⋆
0 ∥ψ

⋆
n ∥2

1 − κ⋆
0

w⋆
rob

∥w⋆
rob ∥2

if κ⋆0 ∥ψ⋆n∥2 ∥w⋆rob ∥2 ! ϵ⋆,

−
(
κ⋆

0 ∥ψ
⋆
n ∥2

1 − κ⋆
0

)2 w⋆
rob
ϵ⋆ if κ⋆0 ∥ψ⋆n∥2 ∥w⋆rob ∥2 < ϵ⋆,

 (72)

where ϵ⋆ is a small positive design parameter that is needed to 
prevent a potential singularity of the control law at ̃n = γ̂ ≡ 0, 

and w⋆rob is given by (w⋆rob )
T = [∂Vñ,γ̂

∂ñ , ∂Vñ,γ̂
∂γ̂ ]G⋆, where κ⋆0 = κ0 

is a constant that is obtained by finding a bound to δ⋆ of the 
form ∥δ⋆(ψ⋆n + v⋆rob)∥2 ! κ⋆0(∥ψ⋆n∥2 + ∥v⋆rob∥2). As in the 
case for Step 3, this bound can be relatively easily obtained 
by using the triangular and the Cauchy–Schwarz inequalities. 
The modified control laws (71) and (72) do not assure that 
ñ → 0 and γ̂ → 0 in time, but they guarantee that |ñ| and |γ̂| 
are bounded by class K functions of ϵ⋆. As before, ϵ∗ must be 

chosen small enough. Finally, following similar arguments as 
before, it can be shown that |ñα| and |ñ I | are also bounded by 
class K functions of ϵ⋆ if Ẽ  is driven to zero and provided that 
S inj

I ≡ 0.
A summary of the variables employed in this section  is 

shown in table 3.

5. Simulation study

The performance of the proposed controller is tested in this 
section for two different scenarios. In the first scenario, a first 
operating point with high density is used to test the controller 
performance when isotopic fueling (i.e. ñ − γ̂ control) is 
employed to regulate the plasma density n, while a second 
operating point with lower density is used to test the controller 
performance when switching between isotopic fueling and 
ñD − ñT control. No recycling and a relatively small amount 
of impurities are considered in this first simulation case. In 
the second scenario, operating points with lower density are 
chosen so that ñD − ñT control is used during most of the sim-
ulation, only using isotopic fueling as a backup to decrease 
the plasma energy when needed. Also, recycling effects are 
included and a higher amount of impurities is introduced in 
this second simulation case in order to test the controller in 
a more demanding situation. In both scenarios, perturbations 
in the D–T concentrations of the fueling lines are emulated 
to test the robustness of the controller under the presence of 
the uncertainties δDT-line and δD-line. It is very important to 
emphasize that such perturbations in the D–T concentrations 
with respect to the nominal case are totally unknown to the 
controller during the simulations studies. The saturation limits 
imposed are shown in table 4. Also, the following parameters 
are used: kα = 5, kD = 2.5, kT = 2.5, and kI  =  8.

5.1. Scenario 1

In this first scenario, recycling effects are neglected ( feff = 0), 
and it is considered that the content of impurities in the plasma 
is relatively low ( f sp

I = 0.005). Also, only beryllium impuri-
ties are considered (ZI  =  4), and the H-factor without activa-
tion of the in-vessel coils is taken as HH,0 = 1.1. Regarding the 
uncertainties (see equations (18) and (19)), a constant nega-
tive 30% drop in the T concentration of the D–T pellet injector 
is emulated during the whole simulation, i.e. δDT-line = −0.3, 
whereas no T is assumed in the D pellet injector (as in the 
nominal case), i.e. δD-line = 0. Firstly, the controller attempts 
to regulate the system around a first operating point defined by 
T̄ = 10 keV, β̄N = 2, and γ̄ = 0.5, from t  =  0 s until t  =  50 s. 
The simulation study starts from a perturbed initial condition 
with respect to this first equilibrium point (+20% in nα, +30% 
in nD, −10% in nT, and +20% in E (no perturbation is intro-
duced in nI)). Secondly, at t  =  50 s, the controller attempts 
to drive the system to a different operating point defined by 
T̄ = 12 keV, β̄N = 1.75, and γ̄ = 0.45. Finally, from t  =  100 s  
until t  =  150 s, the controller tries to drive the system back to 
the first operating point. Because the first operating point is 
characterized by a value of n which is close to the Greenwald 
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density limit, fGW = 0.8 is taken so that n is regulated by iso-
topic fueling around such operating point in order to prevent 
instabilities related to too high density values.

Simulation results for the evolutions of βN, n, γ , T, nD 
and nT together with their corresponding targets are shown 
in figure  3 for three different cases: (i) open loop (no con-
trol), (ii) closed loop under the nominal control law, (iii) 
closed loop under the robust control law. The inputs Sinj

D , Sinj
T , 

Sinj
D-line, S

inj
DT-line, Icoil and Paux  are shown in figure 4. In the case 

of nominal D–T fuel concentration, the reference actuator sig-
nals (red dashed) shown in figure 4 are designed to achieve in 
open loop the desired reference states (red dashed) shown in 
figure 3. However, in presence of the emulated bias in the T 
concentration of the D–T pellet injector, the variables evolve 
in open loop (black dotted) to values that are different from 
the desired references (red dashed) as shown in figure 3. Under 
the nominal control law, βN is driven to the desired operating 
points during the whole simulation (see figure 3(a)), whereas 
n and T can only be driven to the first operating point; at 
t  =  50 s, the nominal control law is unable to accurately drive 
n and T to the second operating point, and it is also unable 
to drive n and T back to the first operating point at t  =  100 s  
(see figures  3(b) and (d)). Because n > 2fGWn GW between 
t  =  0 s and t ≈ 50 s, and later between t ≈ 100 s and t ≈ 150 s,  
isotopic fueling is employed during those time intervals (figure 
3(b)), while ñD − ñT control is used between t ≈ 50 s and 
t ≈ 100 s. In open loop, n goes beyond the Greenwald stability 
limit, while the nominal and robust control laws avoid violating 
such limit. Still, the nominal control law cannot drive γ , nD and 
nT to the desired operating points during the entire simulation 
(see figures 3(c), (e) and (f )). On the other hand, the robust con-
trol law is able to successfully drive all the variables βN, n, γ , 
T, nD and nT to the different operating points. Figure 4 shows 
that the robust control law can correct the drifts in the DT con-
centration of the pellet injectors even though they are unknown 
to the controller, and drives Paux , Sinj

D  and Sinj
T  to their equilib-

rium values (see figures 4(a), (b) and (f )). It must be empha-
sized that Sinj

D-line and Sinj
DT-line are not expected to converge to 

their reference values due to the emulated bias. The in-vessel 
coils are utilized by both the nominal and robust control laws 
during the short periods of time in which Paux  is saturated to its 
minimum value, around t  =  0 s and t  =  50 s (see figures 4(e) 
and (f )). Impurity injection is not used at all by the controller 
due to the fact that, while isotopic fueling is employed, density 
limits are closed to be violated (i.e. n > 2fGWn GW).

5.2. Scenario 2

In this second scenario, intense recycling effects ( feff = 0.3, 
fref = 0.65, Reff = 0.85, γPFC = 0.5) and a relatively high con-
tent of impurities in the plasma ( f sp

I = 0.05) are considered. 

Table 3. Controller variables.

Symbol Description Type of variable

(̄·) Equilibrium variable Reference

(̃·) Deviation variable Error

Punsat
aux Auxiliary power from 

control law
Control law 
variable

Iunsat
coil In-vessel coil current from 

control law
Control law 
variable

Sinj,unsat
D/DT−line, 

Sinj,unsat
D/DT−line

D and DT pellet injection 
from control law

Control law 
variable

S inj,unsat
I

Impurity injection rate 
from control law

Control law 
variable

Pmax
aux , Pmin

aux Max/min Paux Saturation level

Imax
coil Max in-vessel coil current Saturation level

Sinj,max
D/DT−line, 

Sinj,min
D/DT−line

Max/min D and DT pellet 
injection rates

Saturation level

S inj,max
I

Max impurity injection rate Saturation level

KP, KτE, KD, 
KT

Nominal controller gains Design parameter

Kγ,1, Kγ,2, Kn, 
KnI , KI

Nominal controller gains Design parameter

fGW Greenwald density 
proximity constant

Design parameter

nGW Greenwald density Intermediate 
variable

Pmin P with minimum Paux Intermediate 
variable

τmin
E

τE with minimum Icoil Intermediate 
variable

n̂ I Deviation in nI w.r.t. 
steady-state value

Intermediate 
variable

γ∗, γ̂ γ  and error for isotopic 
fueling

Intermediate 
variable

n ∗
I , n̂ I nI and error for impurity 

injection
Intermediate 
variable

V(·) Lyapunov functions Intermediate 
variable

f , G, u, δ Matrices for nD − nT 
uncertain model

Intermediate 
variable

f ⋆, G⋆, u, δ⋆ Matrices for n − γ 
uncertain model

Intermediate 
variable

ψn, ψ⋆n , v, w Functions for nominal 
fueling control

Intermediate 
variable

vrob, v⋆rob, wrob, 
w⋆rob

Functions for robust 
fueling control

Intermediate 
variable

κ0, κ⋆0 Constants from bounds to 
δ and δ⋆

Model parameter

ϵ, ϵ⋆ Constants for robust 
fueling control

Design parameter

Table 4. Actuator limits.

Symbol Description Value

Pmax
aux Maximum power 73 MW

Pmin
aux Minimum power 35 MW

Smax
D Maximum D fueling rate 3 × 1019 m−3 s−1

Ṡmax
D

Maximum D fueling 
ramp rate

3 × 1019 m−3 s−2

Smax
T Maximum T fueling rate 3 × 1019 m−3 s−1

Ṡmax
T

Maximum T fueling ramp 
rate

3 × 1019 m−3 s−2

Imax
coil Maximum in-vessel coil 

current
4 kA
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Also, impurities with higher atomic number are considered 
(carbon, ZI  =  6), and the H-factor without activation of the in-
vessel coils is taken as HH,0 = 1.2. For a more demanding test 
of the controller, the uncertain terms γD-line and γDT-line (see 
equations (18) and (19)) vary in time as shown in figure 6(h). 
Firstly, the controller attempts to regulate the system around 
a first operating point defined by T̄ = 10 keV, β̄N = 1.5, and 
γ̄ = 0.5, from t  =  0 s till t  =  50 s. The simulation study starts 
from a perturbed initial condition with respect to the equi-
librium (+20% in nα, −10% in nD, +15% in nT, and +20% 
in E (again, no perturbation is introduced in nI)). Secondly, 
at t  =  50 s, the controller attempts to drive the system to a 

different operating point defined by T̄ = 11 keV, β̄N = 1.4, 
and γ̄ = 0.45. Finally, from t  =  100 s until t  =  150 s, the con-
troller attempts to drive the system to a third operating point 
defined by T̄ = 10.5 keV, β̄N = 1.6, and γ̄ = 0.5. Because the 
density values that characterize these three operating points 
are substantially lower than in the first simulation scenario, 
regulation of n due to closeness to the Greenwald density limit 
is not considered as a priority in this case. A value of fGW = 1 
is taken.

Simulation results for the evolutions of βN, n, γ , T, nD and nT 
together with their corresponding targets are shown in figure 5 
for three different cases: (i) open loop (no control), (ii) closed 

Figure 3. Time evolutions for βN, n, γ , T, nD, and nT in Scenario 1 under robust feedback control law (solid blue), nominal feedback 
control law (magenta dashed–dotted), and feedforward control law (black dotted), together with the reference signals (red dashed).
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loop under the nominal control law, (iii) closed loop under the 
robust control law. The inputs Sinj

D , Sinj
T , Sinj

D-line, S
inj
DT-line, Icoil and 

Paux  are shown in figure 6 together with γD-line and γDT-line. As 
in the previous simulation case, the reference actuator signals 
(red dashed) shown in figure 6 are designed to achieve in open 
loop the desired reference states (red dashed) shown in figure 5 
for the case of nominal D–T fuel concentration. However, in 
presence of the emulated drifts in the T concentrations of both 
the D pellet injector and the D–T pellet injector, the variables 
evolve in open loop (black dotted) to values that are different 

from the desired references (red dashed) as shown in figure 5. 
Under the nominal control law, βN is driven to the desired 
operating points during the whole simulation, and nD is also 
successfully regulated, although with small constant drifts 
with respect to the desired targets (see figures 5(a) and (e)). 
However, the nominal control law cannot drive n, γ , T, and nT 
to the desired operating points (see figures 5(b)–(d) and (f )). 
On the contrary, the robust control law is able to successfully 
drive all the variables βN, n, γ , T, nD and nT to the different 
operating points. It is interesting to note that the high content 

Figure 4. Time evolutions for Sinj
D , Sinj

T , Sinj
D-line, S

inj
DT-line, Icoil, and Paux  in Scenario 1 under robust (solid blue) and nominal (magenta dashed–

dotted) control laws, together with the actuator reference (red dashed).
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of impurities and the recycling effects slow down the n and T 
evolutions when compared to those in Scenario 1, even though 
the robust controller still regulates both n and T successfully. 
Figure 6 shows how Paux , Sinj

D  and Sinj
T  evolve to their equilib-

rium values both under the nominal and robust control laws 
(see figures 6(a), (b) and (f )). However, the Sinj

D  and Sinj
T  evo-

lutions are slightly different, which has an important impact 

on the state evolution due to the highly nonlinear nature of the 
system. The in-vessel coils are utilized by both the nominal 
and robust control laws during the short periods of time in 
which Paux  is saturated to its minimum value, around t  =  0 s  
and t  =  50 s (see figures 6(e) and (f )). Impurity injection is 
used only at the beginning of the simulation during a few sec-
onds, in order to reject the initial perturbation in E.

Figure 5. Time evolutions for βN, n, γ , T, nD, and nT in Scenario 2 under robust feedback control law (solid blue), nominal feedback 
control law (magenta dashed–dotted), and feedforward control law (black dotted), together with the reference signals (red dashed). .
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Figure 6. Time evolutions for Sinj
D , Sinj

T , Sinj
D-line, S

inj
DT-line, Icoil, Paux , S inj

I , γD-line and γDT-line in Scenario 2 under robust (solid blue) and nominal 
(magenta dashed–dotted) control laws, and actuator reference (red dashed).
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6. Conclusions

A nonlinear, robust burn controller, which is capable of 
regulating the burning plasma around a desired equilibrium 
under the presence of large initial perturbations and uncer-
tainties in the D–T concentration of the pellet injectors, has 
been presented. The controller can be used to drive the system 
between different operating points, since the control-design 
process avoids model linearization around a particular equi-
librium. Moreover, the algorithm combines all feasible actua-
tors available in tokamaks for burn control (auxiliary power, 
in-vessel coil current, fueling rates, and impurity injection) in 
a comprehensive, integrated control strategy, which allows for 
a higher flexibility when choosing the most appropriate actua-
tion methods in different scenarios. For instance, the controller 
chooses isotopic fueling in scenarios in which disruptive den-
sity limits may be reached, whereas it chooses a more accurate 
D and T density control approach around operating points that 
are relatively far from disruptive density limits. The nonlinear 
control laws for the different actuators are given as analytical 
functions of the measured or estimated states, which makes 
this control approach much less computationally demanding 
than any possible real-time nonlinear optimization approach 
and also much more robust since it is immune to feasibility 
and convergence issues. The controller performance has been 
studied in simulations for two different scenarios. The simu-
lation study suggests both that the D–T pellet-concentration 
variations play a crucial role in the burning plasma dynamics 
and that robust burn controllers are necessary to effectively 
overcome their negative impact in ITER.

A simplified zero-dimensional, nonlinear model is used in 
this work for control synthesis and simulation. Even though 
these models are approximate, they capture the primary 
dynamics of the burning plasma that is needed for the syn-
thesis of a robust controller whose control objective is defined 
in terms of zero-dimensional quantities such as the overall 
fusion power. However, as one-dimensional fueling actuation 
models become more mature, steps towards control simula-
tions based on one-dimensional models are necessary because 
while the control objective is zero-dimensional, the to-be-con-
trolled system is indeed one-dimensional. Future work also 
requires the incorporation of the actuator and sensor dynamics 
in the control-design process. It is anticipated that the pro-
posed burn-control algorithm will need to be augmented 
to handle lags and delays associated with the actuators and 
sensors possibly by the use of backstepping and prediction 
techniques.
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Appendix A. Lyapunov theory basics

The Lyapunov stability theory is the basis of the controller 
design and stability proofs shown in this paper. Consider a 
nonlinear, autonomous system

ẋ = g(x, u), (A.1)
where x ∈ Rn is the state vector, u ∈ R p  is the input vector, 
and g: D × Rp → Rn is a nonlinear function. It is assumed 
that a control law u = ψn(x) is known and set such that 
g (x,ψn (x)) ! f (x), and also that the resulting function 
f : D → Rn  is locally Lipschitz in the domain D ⊂ Rn. It is 
said that x = x̄  is an equilibrium of the system if

f (x̄) = 0. (A.2)

Without loss of generality, it is possible to use the change of 
variables x̃ = x − x̄ so that (A.1) can be rewritten as

˙̃x = f (x̃), (A.3)

which is a system with an equilibrium at the origin. It is nec-
essary to define stability, asymptotical stability, and global 
asymptotical stability of an equilibrium. The equilibrium 
x̃ = 0 of the system (A.3) is stable if, for each ϵ > 0, there 
exists δ = δ(ϵ) > 0 such that

∥x̃(0)∥ < δ ⇒ ∥x̃(t)∥ < ϵ, ∀t ! 0. (A.4)

Such equilibrium is asymptotically stable if it is stable and δ 
can be found such that

∥x̃(0)∥ < δ ⇒ lim
t→∞

x̃(t) = 0, (A.5)

and it is globally asymptotically stable if ∥x̃(0)∥ can be taken 
arbitrarily large. The main Lyapunov theorem exploited in this 
work says that, if a function V : Rn → Rn can be found for the 
system (A.3) such that

V(0) = 0, (A.6)

V(x̃) > 0, ∀x̃ ̸= 0, (A.7)

∥x̃∥ → ∞ ⇒ V(x̃) → ∞, (A.8)

V̇(x) < 0, ∀x ̸= 0, (A.9)

then the equilibrium x̃ = 0 is globally asymptotically stable. 
If condition (A.8) cannot be satisfied, globality cannot 
be claimed. In general, finding the function V , known as 
Lyapunov function, is a complicated problem. Typical can-
didates for Lyapunov functions are quadratic functions, 
V = x̃TPx̃  (P  >  0), such that V̇ = −x̃TQx̃ with Q  >  0. A more 
detailed introduction to Lyapunov stability theory can be 
found in [22]. In this work, the control-design problem is not 
only finding the Lyapunov functions themselves, which are 
given by relatively simple quadratic functions, but also finding 
the stabilizing feedback laws u = ψn(x) at the same time.
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Appendix B. Lyapunov redesign basics

Lyapunov redesign is the technique employed in this work to 
design a robust, nonlinear controller. Consider a nonlinear, 
autonomous, uncertain system with the following shape

ẋ = f (x) + G(x)[u + δ(x, u )], (B.1)

where x ∈ Rn is the state vector, u ∈ R p  is the input 
vector, δ ∈ R p is the uncertainty vector, and f : D → Rn , 
G : D → Rn×p and δ : D × Rp → Rp are locally Lipschitz in x 
and u. It is assumed that a control law u = ψn(x) and a Lyapunov 
function V(x) have been found such that the origin of (B.1) is 
a globally asymptotically stable equilibrium in closed loop 
for the nominal system (δ = 0). A control law u = ψn + v is 
sought such that (B.1) is asymptotically stable when δ ̸= 0. 
The time derivative of V  is given by

V̇ =
∂V
∂x

( f + Gψn ) +
∂V
∂x

G
(

v + δ

)
, (B.2)

where the dependence on x and u has been dropped to sim-
plify notation. The term ∂V

∂x ( f + Gψn ) corresponds to the time 
derivative of V  when the control law u = ψn(x) is employed 
for the nominal system (δ ≡ 0), which is negative by design. 
Therefore ∂V

∂x ( f + Gψn ) < −αc(∥x∥), where αc is a class K 
function. Then, it is found that

V̇ < −αc(∥x∥) + ∂V
∂x

G
(

v + δ

)
. (B.3)

The term v must be designed such that V̇ < 0, regardless of 
the value of δ. Using the Cauchy–Schwarz inequality, (B.3) 
can be rewritten as

V̇ < −αc(∥x∥) + ∂V
∂x

Gv +

∥∥∥∥
∂V
∂x

G
∥∥∥∥

2
∥δ∥2 . (B.4)

If there exists a bound with the shape

∥δ(x,ψn(x) + v)∥2 ! κ0 (∥ρc(x)∥2 + ∥v∥2 ), (B.5)
where κ0 < 1 and ρc : D → R p is non-negative, then

V̇ < −αc(∥x∥) + ∂V
∂x

Gv +

∥∥∥∥
∂V
∂x

G
∥∥∥∥

2
κ0 (∥ρc∥2 + ∥v∥2 ),

 (B.6)
and if v is taken as

v = −
κ0 ∥ρc∥2
1 − κ0

(
∂V
∂x G

)T

∥∥∂V
∂x G

∥∥
2

, (B.7)

then

∂V
∂x

Gv +

∥∥∥∥
∂V
∂x

G
∥∥∥∥

2
κ0(∥ρc∥2 + ∥v∥2 ) = 0, (B.8)

and

V̇ < −αc(∥x∥). (B.9)

Therefore, the origin of (B.1) is globally asymptotically stable 
under the control law u = ψn + v, with v given by (B.7), as 
long as a bound (B.5) can be found. However, a control law 
using (B.7) is undetermined at ∂V

∂x G = 0. In order to avoid 
such problem, (B.7) is modified as

v = −
(
κ0 ∥ρc∥2
1 − κ0

)2 (
∂V
∂x G

)T

ϵ
, (B.10)

whenever κ0 ∥ρc∥2

∥∥∂V
∂x G

∥∥
2 < ϵ, for some design parameter ϵ. 

The control law (B.7)–(B.10) does not ensure global asymp-
totical stability, but it does ensures that x is bounded by a class 
K function of ϵ [22]. Therefore, ϵ must be small in order to 
make the bound on x as small as possible, ensuring that x 
remains close to 0.
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