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A B S T R A C T

The minimum value of the safety factor profile is related to the magnetohydrodynamic (MHD) stability of
the plasma confined in a tokamak. Therefore, active control of the minimum safety factor may mitigate MHD
instabilities that can degrade or even terminate plasma confinement. Typically, in most tokamak scenarios,
the minimum safety factor evolves spatially with time, i.e., the location at which the safety factor achieves
the minimum value changes with time. In addition to the inherent nonlinearities in the minimum safety factor
evolution, its spatial variation makes the control design challenging. In particular, complexity in control design
may arise from the need for time-dependent nonlinear models that account for spatial variation of the minimum
safety factor. Furthermore, the minimum safety factor may drift to locations where the actuator authority is
low. The problem of minimum safety factor control with target location tracking and moving electron cyclotron
current drive (ECCD) is addressed in this work. A nonlinear time-dependent model that incorporates the
spatial variation of the minimum safety factor is presented. A nonlinear controller based on optimal feedback
linearization is developed to track a target minimum safety factor. The proposed controller treats the ECCD
position as a controllable variable. In other words, the controller prescribes the ECCD position (in addition to
the non-inductive powers) in real time based on an optimal criterion that is defined a priori. This work also
presents the steps necessary to integrate the minimum safety factor controller with a total energy controller to
achieve multiple control objectives simultaneously. The proposed integrated control algorithm is tested using
nonlinear simulations in the Control Oriented Transport SIMulator (COTSIM) for a DIII-D tokamak scenario.
1. Introduction

Safety factor (𝑞) profile regulation is critical for the operation of
next-generation tokamaks like ITER. Well-established magnetohydrody-
namic studies have linked the onset of MHD instabilities to the safety
factor profile [1]. For instance, neoclassical tearing modes (NTMs) can
appear at locations where the safety factor profile takes a rational
value. Depending on the control objective, safety factor profile regu-
lation can be broadly classified into (i) global safety factor regulation
and (ii) local safety factor regulation. In global regulation, the objective
is to control the entire safety factor profile, usually by driving to zero
the difference or error between target and actual profiles [2]. This
difference is usually quantified by the 𝐿2 norm of the error profile (or
equivalently by the sum of squared error) [3,4]. In local regulation,
the objective is to control only on a limited section of the safety
factor profile instead of the entire profile. Examples of local regulation
include the control of the central safety factor 𝑞0 [5,6] and 𝑞95 [7].
Tokamaks like ITER may require a combination of ‘‘coarse’’ global
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control with ‘‘fine’’ local control to achieve stable, high-confinement,
advanced scenarios.

Existing literature has multiple solutions for both global and local
safety factor regulation. Both non-model-based [8–10] and model-
based [5,6,11] proportional–integral–derivative (PID) controllers are
among the most commonly implemented control algorithms. Further-
more, researchers have developed optimal feedback control algorithms,
including the linear quadratic regulator and linear–quadratic integral
controller [3,5,12,13]. Linear model predictive controllers have also
been developed for safety factor profile control [7,14–16]. The above-
cited literature relies on the ‘‘approximate and then control’’ approach,
i.e., the partial differential equation is first discretized, and then a
controller is designed. On the other hand, researchers in [17–19] imple-
mented the ‘‘design a controller and then approximate’’ approach, how-
ever, with some simplifying assumptions. In this approach, the authors
first developed an infinite-dimensional controller and then discretized
the controller for practical implementation. Other controllers that have
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been developed for safety factor regulation include techniques such as
feedback linearization [2,20–22], passivity-based control [23], back-
stepping control [24], 𝐻∞ control [25], and reinforcement-learning-
based control [26].

The minimum safety factor 𝑞𝑚𝑖𝑛 is a property that is critical to
plasma’s MHD stability. In particular, maintaining the minimum safety
factor above 𝑞 = 1 could prevent sawtooth instability. Furthermore,
advanced scenarios characterized by a high bootstrap current fraction
could benefit from high 𝑞𝑚𝑖𝑛 [27]. In addition, instabilities like NTMs
could appear at locations with rational safety factor values. Maintaining
the minimum safety factor above 𝑞 = 1.5 or 𝑞 = 2 could prevent
he onset of NTMs. In each of these instances, the active regulation
f the minimum safety factor becomes imperative, necessitating the
evelopment of a control algorithm that is implementable in the plasma
ontrol system (PCS). It is important to note that the minimum safety
actor evolves spatially with time in most tokamak scenarios character-
zed by a reverse magnetic shear configuration. The spatial drift of the
inimum safety factor over time can pose two challenges to control
esign. First, controllers synthesized based on models discretized on
fixed grid may not be efficient enough since these models do not

apture the spatial evolution of 𝑞𝑚𝑖𝑛. In other words, the 𝑞𝑚𝑖𝑛 cannot
e associated with a particular point of the grid as it spatially drifts
ver time. Second, the location of 𝑞𝑚𝑖𝑛 may drift to regions with low
urrent depositions in some tokamak scenarios, particularly during the
ormation phase of the discharge, since the current depositions of the
oninductive current drives used for control are not uniform across the
hole spatial range, from the magnetic axis to the plasma boundary.
his may impact the controllability of 𝑞𝑚𝑖𝑛 as it moves to regions
ithout much actuation capability. As a result, the controller can place
igh power demands on the noninductive drives to account for the low
urrent deposition at the location of 𝑞𝑚𝑖𝑛. One can potentially solve this
ssue by allocating more noninductive drives to more uniformly cover
he whole spatial range. However, next-generation tokamaks will have
ultiple control objectives. As a result, assigning more actuators for a

pecific control objective (the control of the minimum safety factor in
his case) may not be optimal, or even possible.

Thus, the majority of control algorithms referenced above cannot
e used to directly regulate 𝑞𝑚𝑖𝑛, as they focus on control of the
afety-factor profile at fixed spatial points or integrated over the whole
patial domain. On the other hand, while Refs. [8,10,26] address the
egulation of 𝑞𝑚𝑖𝑛, they do not provide a generic control solution for
racking a specified 𝑞𝑚𝑖𝑛 target across different tokamak scenarios. The
ontrol strategy in these cases is based either on raising the whole
rofile above a desired value or on assuming a monotonic safety-factor
rofile, where the problem of controlling the minimum safety factor
educes to the much simpler problem of controlling the central safety
actor (fixed spatial location). Ref. [9] introduces a notable model-free
olution for 𝑞𝑚𝑖𝑛 control, where the 𝑞𝑚𝑖𝑛 value is calculated as the lowest
value across a predefined set of spatial locations. The controller in [9]

hen adjusts the feedback input based on the integral of the deviation
etween the computed 𝑞𝑚𝑖𝑛 and the target. However, this approach does
ot address the controllability challenges related to the spatial drift of
he minimum safety factor. It is also important to emphasize that a
odel-based approach could provide substantial benefits, particularly

n terms of analyzing the stability, performance, and robustness of the
losed-loop system. The controller described in [20] adopts a model-
ased approach for 𝑞𝑚𝑖𝑛 regulation but relies on real-time optimization
lgorithms and similarly overlooks the controllability issues associated
ith 𝑞𝑚𝑖𝑛.

This work extends the preliminary studies presented in [20,21]
nd addresses the problem of regulating the spatially-drifting min-
mum safety factor while considering concurrent control objectives.
n particular, the problem is addressed by synthesizing a nonlinear
odel-based minimum safety factor control algorithm that is designed

o be integrated with the total-energy controller. The safety factor

haracterizes the pitch of the helical magnetic field and, hence, is a s

2 
unction of the toroidal and poloidal components of the total field.
uring a plasma discharge, the toroidal field is approximately constant.
hus, the safety factor evolution primarily depends on the poloidal
ield. For an established plasma shape, which is regulated by the set of
oloidal field coil currents, the toroidal current density predominantly
overns the evolution of the equilibrium, hence the poloidal flux or,
quivalently, the poloidal field. This implies that the control of the
afety factor profile, and therefore its minimum 𝑞𝑚𝑖𝑛, is achieved by
everaging different noninductive current drive sources. One key con-
ribution of this work is the development of a control-oriented model
hat accounts for the spatial evolution of the minimum safety factor.
he 0D model is based on the magnetic diffusion equation [28] and pre-
ominantly characterizes 𝑞𝑚𝑖𝑛 evolution. In this control-oriented model,
he temperature and density profiles are modeled as constant profiles
ultiplied by time-varying scalars. Another significant contribution of

his work is the synthesis of a nonlinear controller that treats not only
he power but also the spatial aiming (or position) of each electron
yclotron current drive (ECCD) as controllable variables. An ECCD is a
oninductive current drive that uses microwaves with frequencies equal
o the electron cyclotron frequency, generated by a gyrotron, to drive
urrent. In this work, the term ‘‘ECCD position’’ refers to the center
f the region of plasma absorption of the microwaves. Tokamaks, like
he DIII-D, are equipped with mirrors that can control the region of
lasma absorption of the waves generated by the gyrotron. One can
ary the mirror angles to vary the region of plasma absorption of these
aves and, hence, the current deposition profile of the ECCD. Thus,

he ECCD position can be used to adjust the current deposition in real
ime to improve the controllability of the minimum safety factor. The
roposed nonlinear controller is based on optimized feedback lineariza-
ion and is designed to incorporate the control objective of the plasma
otal energy controller that is running simultaneously. Computationally
fficient algorithms of the proposed nonlinear controller are presented
n this work to make real-time implementation feasible. The advantage
f using moving ECCD is studied through nonlinear simulations that
ompare the proposed controller with a version of the fixed ECCD
ontroller proposed in [20].

The following sections are organized as follows. Section 2 focuses
n developing a nonlinear control-oriented model that governs the
volution of the minimum safety factor while accounting for its spatial
ovement. The proposed governing equation also models the effect

f the ECCD position on the minimum safety factor dynamics. The
onlinear controller based on feedback linearization that treats ECCD
osition as one of the controllable variables is developed in Section 3.
onlinear simulations that demonstrate the effectiveness of the pro-
osed controller and highlight the advantages of moving ECCD are
iscussed in Section 4. Section 5 concludes the paper and lists potential
uture work. Finally, the theoretical and rigorous details involved in
eveloping the model and the controller are given in Appendix.

. Derivation of the control-oriented model

This section focuses on deriving the control-oriented model for the
volution of the minimum safety factor. The model is presented in
erms of the poloidal flux gradient, a plasma parameter related to the
afety factor. A partial differential equation (PDE) that governs the
ynamics of the poloidal flux gradient is first derived. An interpolation-
ased model for the effect of ECCD position on the current deposition
s then presented, and the spatially moving current deposition profile
s incorporated into the PDE. The PDE is then simplified to a nonau-
onomous ordinary differential equation that governs the evolution
f the minimum safety factor by tracking its location. The equation
hat governs the poloidal flux gradient error corresponding to a target
inimum safety factor is finally derived. Since the dynamics of the
inimum safety factor is affected by the plasma total energy, a model

or the plasma total energy evolution is presented at the end of the

ection.
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Fig. 1. Illustration of magnetic field lines and flux surfaces in a tokamak.

Fig. 2. Illustration of safety factor profile evolution during a typical tokamak discharge
at times 𝑡1 and 𝑡2 with 𝑡1 < 𝑡2.

2.1. Normalized mean effective minor radius

The safety factor profile (and related parameters like the poloidal
flux gradient) depends on a spatial variable and the time 𝑡. Any term
that indexes the magnetic flux surfaces in the tokamak can be used
as the spatial variable. The normalized mean effective minor radius,
defined as �̂� ∶= 𝜌

𝜌𝑏
, is used as the spatial variable in this work. In the

definition, the term 𝜌 is the mean effective minor radius that satisfies
the equation 𝛷 = 𝐵𝜙,0𝜋𝜌2, where 𝛷 is the toroidal magnetic flux, and
𝐵𝜙,0 is the vacuum toroidal magnetic field at the major radius 𝑅0 (refer
to Fig. 1). The term 𝜌𝑏 in the definition of �̂� is the mean effective minor
radius at the last closed magnetic flux surface.

2.2. Minimum safety factor

The safety factor characterizes the pitch of the helical magnetic field
in the tokamak. It is defined as

𝑞(�̂�, 𝑡) ∶= −
𝜕𝛷∕𝜕�̂�
𝜕𝛹∕𝜕�̂�

= −
𝜕𝛷∕𝜕�̂�

2𝜋𝜕𝜓∕𝜕�̂�
= −

𝐵𝜙,0𝜌2𝑏 �̂�
𝜕𝜓∕𝜕�̂�

, (1)

where 𝛹 is the poloidal magnetic flux and 𝜓 = 𝛹∕2𝜋 is the poloidal
stream function. During a typical tokamak discharge, the safety factor
profile 𝑞 evolves with time. As a result, the minimum safety factor and
3 
its location are continuously changing with time as illustrated in Fig. 2.
In this work, the location of the minimum safety factor at any given
time 𝑡 is represented by �̂�𝑞𝑚𝑖𝑛 (𝑡). Thus, the minimum safety factor 𝑞𝑚𝑖𝑛(𝑡)
at a given time 𝑡 satisfies the relation

𝑞𝑚𝑖𝑛(𝑡) ∶= 𝑞(�̂�𝑞𝑚𝑖𝑛 (𝑡), 𝑡). (2)

During a tokamak discharge, the safety factor profile can be obtained
using real-time equilibrium reconstruction techniques [29]. As a result,
one can determine 𝑞𝑚𝑖𝑛 and �̂�𝑞𝑚𝑖𝑛 in real-time. In the following analysis,
both values of 𝑞𝑚𝑖𝑛(𝑡) and �̂�𝑞𝑚𝑖𝑛 (𝑡) at a given time 𝑡 are assumed to be
known.

2.3. Magnetic diffusion equation

The derivation of the control-oriented model starts with the consid-
eration of the magnetic diffusion equation (MDE), which is a partial
differential equation that governs the dynamics of the poloidal stream
function [28]. It is given by

𝜕𝜓
𝜕𝑡

=
𝜂

𝜇0𝜌2𝑏𝐹
2
1
�̂�
𝜕
𝜕�̂�

(

�̂�𝐷𝜓
𝜕𝜓
𝜕�̂�

)

+ 𝑅0�̂�𝜂𝑗𝑛𝑖 (3)

subject to the Neumann boundary conditions
𝜕𝜓
𝜕�̂�

|

|

|

|�̂�=0
= 0,

𝜕𝜓
𝜕�̂�

|

|

|

|�̂�=1
= −

𝜇0
2𝜋

𝑅0

�̂��̂�=1�̂��̂�=1
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

𝑘𝐼𝑝

𝐼𝑝. (4)

In the above equation, 𝜂 is the plasma resistivity, 𝜇0 is the vacuum
permeability, 𝑗𝑛𝑖 is the non-inductive current, 𝑅0 is the tokamak major
radius, and 𝐼𝑝 is the plasma current. The functions 𝐹 ∶ �̂� ↦ 𝐹 (�̂�),
�̂� ∶ �̂� ↦ �̂�(�̂�), �̂� ∶ �̂� ↦ �̂�(�̂�) are geometric factors pertaining to the
magnetic configuration corresponding to a particular MHD equilibrium.
The function 𝐷𝜓 is defined as 𝐷𝜓 ∶= 𝐹�̂��̂� . The plasma resistivity 𝜂 is
modeled as a function of the electron temperature 𝑇𝑒 of the form

𝜂 =
𝑍𝑒𝑓𝑓𝑘𝑠𝑝

𝑇 3∕2
𝑒

, (5)

where 𝑍𝑒𝑓𝑓 is the effective atomic number of the plasma ions, and 𝑘𝑠𝑝
is a constant spatial profile. The noninductive current 𝑗𝑛𝑖 is modeled as

𝑗𝑛𝑖 = 𝑗𝑎𝑢𝑥 + 𝑗𝐵𝑆 , (6)

𝑗𝑎𝑢𝑥 =
𝑁𝑁𝐵𝐼
∑

𝑖=1
𝑗𝑝𝑟𝑜𝑓𝑁𝐵𝐼,𝑖

(

𝑇 𝜖𝑁𝐵𝐼𝑒
𝑛𝑒

)

𝑃𝑁𝐵𝐼,𝑖 + 𝑗
𝑝𝑟𝑜𝑓
𝐸𝐶

(

𝑇 𝜖𝐸𝐶𝑒
𝑛𝑒

)

𝑃𝐸𝐶 , (7)

𝑗𝐵𝑆 =
𝑅0

𝐹

(

𝜕𝜓
𝜕�̂�

)−1 (

2L31𝑇𝑒
𝜕𝑛𝑒
𝜕�̂�

+
(

2L31 + L32 + 𝛼L34
)

𝑛𝑒
𝜕𝑇𝑒
𝜕�̂�

)

, (8)

where 𝑗𝑎𝑢𝑥 and 𝑗𝐵𝑆 are the auxiliary drive and bootstrap current
contributions to the total noninductive current, respectively. Note that
the model for 𝑗𝑎𝑢𝑥 assumes 𝑁𝑁𝐵𝐼 NBIs, and 1 ECCD. Even though the
model assumes a single ECCD cluster in this work, the model and the
controller can be extended to the case of multiple ECCD clusters with
minimal changes. The terms 𝑗𝑝𝑟𝑜𝑓𝑁𝐵𝐼,𝑖 and 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 are the current depositions
profiles of the 𝑖th NBI and ECCD, respectively, 𝑃𝑁𝐵𝐼,𝑖 and 𝑃𝐸𝐶 are the
𝑖th NBI and ECCD powers, respectively, and 𝑛𝑒 is the electron density.
The constants 𝜖𝑁𝐵𝐼 and 𝜖𝐸𝐶 characterize the efficiency of NBIs and
ECCD, respectively. The functions 𝛼, L31, L32 and L34 are constant
spatial profiles corresponding to a particular magnetic equilibrium.

Thus, the evolution of 𝜓 depends on the evolution of 𝑇𝑒 and 𝑛𝑒. To
simplify the governing model of 𝜓 , 0.5D control-oriented models for
the electron density and electron temperature of the form

𝑛𝑒(�̂�, 𝑡) = 𝑛𝑝𝑟𝑜𝑓𝑒 (�̂�)�̄�𝑒(𝑡), (9)

𝑇𝑒(�̂�, 𝑡) = 𝑇 𝑝𝑟𝑜𝑓𝑒 (�̂�)𝐼𝑝(𝑡)𝛾𝑃𝑡𝑜𝑡(𝑡)𝜖𝑛𝑒(�̂�, 𝑡)𝜁 (10)
= �̂� 𝑝𝑟𝑜𝑓 (�̂�)𝐼 (𝑡)𝛾𝑃 (𝑡)𝜖 �̄� (𝑡)𝜁
𝑒 𝑝 𝑡𝑜𝑡 𝑒
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Fig. 3. The effect of EC position on the plasma dynamics is modeled by using a spatially translating current deposition profile.
are introduced. In the above models, 𝛾, 𝜖 and 𝜁 are constant scal-
ing coefficients, 𝑇 𝑝𝑟𝑜𝑓𝑒 and 𝑛𝑝𝑟𝑜𝑓𝑒 are fixed spatial profiles, �̂� 𝑝𝑟𝑜𝑓𝑒 (�̂�) =
𝑇 𝑝𝑟𝑜𝑓𝑒 (�̂�)(𝑛𝑝𝑟𝑜𝑓𝑒 (�̂�))𝜁 , 𝑃𝑡𝑜𝑡 is the total power, and �̄�𝑒 is the line-average
electron density. The total power satisfies the relation

𝑃𝑡𝑜𝑡 =
𝑁𝑁𝐵𝐼
∑

𝑖=1
𝑃𝑁𝐵𝐼,𝑖 + 𝑃𝐸𝐶 . (11)

Note that the models for 𝑇𝑒 and 𝑛𝑒 presented above inherently as-
sume that the temperature and the electron density profiles have fixed
shapes, and their magnitudes scale with 𝐼𝑝, 𝑃𝑡𝑜𝑡 and �̄�𝑒 [30]. Thus, any
changes in the temperature and electron-density profile shapes could
increase the uncertainty in the control-oriented model. However, the
controller designed in the following section incorporates an integral
action, which is effective in handling such model uncertainties as
demonstrated to some extent in the numerical simulations.

In this work, the minimum safety factor regulation is achieved by
actively modulating the values of auxiliary powers 𝑃𝑁𝐵𝐼,𝑖, 𝑃𝐸𝐶 and
ECCD position 𝜌𝑒𝑐 . In contrast, the minimum safety factor controller
considers the terms �̄�𝑒, 𝐼𝑝, and 𝑃𝑡𝑜𝑡 as prescribed inputs. The assumption
is that parallel controllers (designed to control other plasma properties)
prescribe these values simultaneously at each time 𝑡. For instance,
the total energy controller, discussed in Section 3.2, prescribes the
value of 𝑃𝑡𝑜𝑡. The minimum safety factor controller then chooses its
corresponding inputs such that the sum of all auxiliary powers is equal
to the prescribed value of 𝑃𝑡𝑜𝑡.

From (1), it is clear that the safety factor depends on the gradient of
the poloidal stream function. Thus, using a control-oriented model that
governs the evolution of the poloidal flux gradient 𝜃 ∶= 𝜕𝜓

𝜕�̂� makes the
control synthesis simpler. Hence, after incorporating (5), (6), (7), (8),
(10) and (9) into (3), the spatial derivative of the resulting equation is
taken on both sides. This results in a partial differential equation (that
is defined in terms of 𝜃) of the form

�̇� =
(

ℎ𝜂,1𝜃
′′ + ℎ𝜂,2𝜃′ + ℎ𝜂,3𝜃

)

𝑢𝜂 +
𝑁𝑁𝐵𝐼
∑

𝑖=1
ℎ𝑁𝐵𝐼,𝑖𝑢𝑁𝐵𝐼,𝑖

+ ℎ𝐸𝐶𝑢𝐸𝐶 +
(

ℎ𝐵𝑆,1
1
𝜃
− ℎ𝐵𝑆,2

𝜃′

𝜃2

)

𝑢𝐵𝑆 , (12)

subject to 𝜃(0, 𝑡) = 0, 𝜃(1, 𝑡) = −𝑘𝐼𝑝𝐼𝑝. In the above equation, the
notations ̇(⋅) and (⋅)′ represent the derivative with respect to time 𝑡 and
spatial variable �̂�, respectively. The steps involved in deriving the above
equation and the explicit definitions of the spatial functions ℎ(⋅) and
virtual inputs 𝑢(⋅) are given in Appendix A.

2.4. Modeling the effect of ECCD position on the polidal flux gradient
dynamics

The infinite-dimensional PDE derived in the previous subsection
does not consider the explicit effect of the ECCD position on the plasma
dynamics. The focus of this subsection to eliminate the assumption that
4 
the ECCD position is static and to incorporate its effect into the model.
As mentioned earlier, the term 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 accounts for the current deposition
profile of the ECCD. Varying the ECCD position changes 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 , which in
turn varies ℎ𝐸𝐶 in (12). Suppose that the ECCD is placed at �̄�𝑒𝑐 initially
and 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 is the current deposition profile corresponding to this initial
position. Now, assume that the ECCD is shifted to a new position 𝜌𝑒𝑐 .
Then, the current deposition profile 𝑗𝐸𝐶 of the ECCD corresponding
to the new position is obtained by shifting the center of the original
profile. Mathematically, this is given by

𝑗𝑝𝑟𝑜𝑓𝐸𝐶 (𝜌𝑒𝑐 , �̂�) ∶= 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 (�̂� + �̄�𝑒𝑐 − 𝜌𝑒𝑐 ). (13)

Fig. 3 (left subfigure) gives an intuitive illustration of how the new
current deposition profile is created from the initial profile. In certain
cases, the initial ECCD position �̄�𝑒𝑐 can be such that the value of current
deposition profile 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 at spatial boundaries (�̂� = 0 and �̂� = 1) is
not equal to zero. In such cases, extrapolation is used. The need for
extrapolation in such cases is illustrated in Fig. 3 (right subfigure).
From (13), note that the new current deposition profile 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 depends
on the spatial variable �̂� and the ECCD position 𝜌𝑒𝑐 .

The effect of the ECCD position on the plasma dynamics is modeled
in this work by replacing ℎ𝐸𝐶 (defined in Appendix A) in the control
model (12) with

ℎ̄𝐸𝐶 (𝜌𝑒𝑐 , �̂�) ∶= (�̄�𝐸𝐶 (𝜌𝑒𝑐 , �̂�))′, (14)

where

�̄�𝐸𝐶 (𝜌𝑒𝑐 , �̂�) ∶= �̂�𝜂(�̂�)𝑅0�̂�(�̂�) ̂̄𝑔𝐸𝐶 (𝜌𝑒𝑐 , �̂�),

̂̄𝑔𝐸𝐶 (𝜌𝑒𝑐 , �̂�) ∶= 𝑗𝑝𝑟𝑜𝑓𝐸𝐶 (𝜌𝑒𝑐 , �̂�)
(

𝑇 𝑝𝑟𝑜𝑓𝑒 (�̂�)
)𝜖𝐸𝐶(𝑛𝑝𝑟𝑜𝑓𝑒 (�̂�)

)(𝜁𝜖𝐸𝐶−1) .

Thus, the new partial differential equation that governs the evolution
of the poloidal flux gradient and incorporates the effect of the ECCD
position is given by

�̇� =
(

ℎ𝜂,1𝜃
′′ + ℎ𝜂,2𝜃′ + ℎ𝜂,3𝜃

)

𝑢𝜂 +
𝑁𝑁𝐵𝐼
∑

𝑖=1
ℎ𝑁𝐵𝐼,𝑖𝑢𝑁𝐵𝐼,𝑖

+ ℎ̄𝐸𝐶 (𝜌𝑒𝑐 , �̂�)𝑢𝐸𝐶 +
(

ℎ𝐵𝑆,1
1
𝜃
− ℎ𝐵𝑆,2

𝜃′

𝜃2

)

𝑢𝐵𝑆 (15)

subject to 𝜃(0, 𝑡) = 0, 𝜃(1, 𝑡) = −𝑘𝐼𝑝𝐼𝑝.

2.5. Model simplification to track the minimum safety factor

The model developed in the previous subsection considers the whole
poloidal flux gradient profile. In other words, it does not track the
dynamics of minimum safety factor (a spatially varying term). Such
a model is too complicated for the minimum safety factor control
problem, which is the primary emphasis of this work. To simplify the
model, the spatial component of the PDE in (15) is evaluated at 𝑞𝑚𝑖𝑛
location �̂�𝑞𝑚𝑖𝑛 . This results in a non-autonomous ordinary differential
equation of the form
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�̇�𝑞𝑚𝑖𝑛 (𝑡) =
(

ℎ𝑚𝑖𝑛𝜂,1 (𝑡)𝜃
′′
𝑞𝑚𝑖𝑛

(𝑡) + ℎ𝑚𝑖𝑛𝜂,2 (𝑡)𝜃
′
𝑞𝑚𝑖𝑛

(𝑡) + ℎ𝑚𝑖𝑛𝜂,3 (𝑡)𝜃𝑞𝑚𝑖𝑛 (𝑡)
)

𝑢𝜂(𝑡)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑐1

+
𝑁𝑁𝐵𝐼
∑

𝑖=1
ℎ𝑚𝑖𝑛𝑁𝐵𝐼,𝑖(𝑡)𝑢𝑁𝐵𝐼,𝑖(𝑡) + ℎ̄

𝑚𝑖𝑛
𝐸𝐶 (𝜌𝑒𝑐 , 𝑡)𝑢𝐸𝐶 (𝑡)

+

⎛

⎜

⎜

⎜

⎝

ℎ𝑚𝑖𝑛𝐵𝑆,1(𝑡)
1

𝜃𝑞𝑚𝑖𝑛 (𝑡)
− ℎ𝑚𝑖𝑛𝐵𝑆,2(𝑡)

𝜃′𝑞𝑚𝑖𝑛 (𝑡)
(

𝜃𝑞𝑚𝑖𝑛 (𝑡)
)2

⎞

⎟

⎟

⎟

⎠

𝑢𝐵𝑆 (𝑡)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑐2

, (16)

where

𝜃𝑞𝑚𝑖𝑛 (𝑡) ∶= 𝜃(�̂�𝑞𝑚𝑖𝑛 (𝑡), 𝑡), (17)

𝜃′𝑞𝑚𝑖𝑛 (𝑡) ∶= 𝜃′(�̂�𝑞𝑚𝑖𝑛 (𝑡), 𝑡), (18)

𝜃′′𝑞𝑚𝑖𝑛 (𝑡) ∶= 𝜃′′(�̂�𝑞𝑚𝑖𝑛 (𝑡), 𝑡), (19)

ℎ𝑚𝑖𝑛(⋅) (𝑡) ∶= ℎ(⋅)◦�̂�𝑞𝑚𝑖𝑛 (𝑡), (20)

ℎ̄𝑚𝑖𝑛𝐸𝐶 (𝜌𝑒𝑐 , 𝑡) ∶= ℎ̄𝐸𝐶 (𝜌𝑒𝑐 , �̂�𝑞𝑚𝑖𝑛 (𝑡)). (21)

2.6. Poloidal flux gradient error equation

Suppose a target minimum safety factor 𝑞𝑚𝑖𝑛 is given. The corre-
sponding target poloidal flux gradient is obtained using the equation

�̄�𝑞𝑚𝑖𝑛 (𝑡) = −
𝐵𝜙,0𝜌2𝑏 �̂�𝑞𝑚𝑖𝑛 (𝑡)

𝑞𝑚𝑖𝑛(𝑡)
. (22)

hus, the objective of the controller is to choose (feedback components
f) 𝑃𝑁𝐵𝐼,𝑖, 𝑃𝐸𝐶 and 𝜌𝑒𝑐 to drive the error 𝜃𝑞𝑚𝑖𝑛 = 𝜃𝑞𝑚𝑖𝑛 − �̄�𝑞𝑚𝑖𝑛 to 0.
hus, from the perspective of control design, it is more convenient
o use a model based on 𝜃𝑞𝑚𝑖𝑛 , feedback components of actual inputs
𝑁𝐵𝐼,𝑖, 𝑃𝐸𝐶 instead of a model based on 𝜃𝑞𝑚𝑖𝑛 and virtual inputs 𝑢𝑁𝐵𝐼,𝑖,
𝐸𝐶 . To enable this redefinition of the control-oriented model, two new
ime-dependent functions ℎ∗,𝑚𝑖𝑛𝑁𝐵𝐼,𝑖 and ℎ̄∗,𝑚𝑖𝑛𝐸𝐶 are defined as

∗,𝑚𝑖𝑛
𝑁𝐵𝐼,𝑖 ∶= ℎ𝑚𝑖𝑛𝑁𝐵𝐼,𝑖(𝐼

𝛾
𝑝𝑃

𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

(−3∕2+𝜁𝑁𝐵𝐼 )�̄�−1𝑒 , (23)

ℎ̄∗,𝑚𝑖𝑛𝐸𝐶 ∶= ℎ̄𝑚𝑖𝑛𝐸𝐶 (𝐼
𝛾
𝑝𝑃

𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

(−3∕2+𝜁𝐸𝐶 )�̄�−1𝑒 , (24)

here the functions ℎ𝑚𝑖𝑛𝑁𝐵𝐼,𝑖 ∶ 𝑡 ↦ ℎ𝑚𝑖𝑛𝑁𝐵𝐼,𝑖(𝑡) and ℎ̄𝑚𝑖𝑛𝐸𝐶 ∶ (𝜌𝑒𝑐 , 𝑡) ↦
̄ 𝑚𝑖𝑛
𝐸𝐶 (𝜌𝑒𝑐 , 𝑡) are defined above. Thus, one can replace virtual inputs in
16) with the actual inputs using these equations. Now suppose that the
ctual inputs 𝑃𝑁𝐵𝐼,𝑖 and 𝑃𝐸𝐶 have feedforward and feedback terms such
hat 𝑃𝑁𝐵𝐼,𝑖 = 𝑃𝑁𝐵𝐼,𝑓𝑓 ,𝑖 + 𝑃𝑁𝐵𝐼,𝑓𝑏,𝑖 and 𝑃𝐸𝐶 = 𝑃𝐸𝐶,𝑓𝑓 + 𝑃𝐸𝐶,𝑓𝑏, where
he subscripts 𝑓𝑓 and 𝑓𝑏 correspond to the feedforward and feedback
omponents, respectively. With these considerations, one can write the
rror equations as
̇̃
𝑞𝑚𝑖𝑛 (𝑡) = 𝑐1(𝑡) + 𝑐2(𝑡) + ℎ(𝜌𝑒𝑐 , 𝑡)𝑇 𝑢𝑓𝑓 (𝑡)

+ ℎ(𝜌𝑒𝑐 , 𝑡)𝑇 𝑢𝑓𝑏(𝑡) − ̇̄𝜃𝑞𝑚𝑖𝑛 (𝑡), (25)

here

(𝜌𝑒𝑐 , ⋅) =
[

ℎ∗,𝑚𝑖𝑛𝑁𝐵𝐼,1, ⋯ , ℎ∗,𝑚𝑖𝑛𝑁𝐵𝐼,𝑁𝑁𝐵𝐼
, ℎ̄∗,𝑚𝑖𝑛𝐸𝐶 (𝜌𝑒𝑐 , ⋅)

]𝑇
,

𝑢𝑓𝑓 =
[

𝑃𝑁𝐵𝐼,𝑓𝑓 ,1, ⋯ , 𝑃𝑁𝐵𝐼,𝑓𝑓 ,𝑁𝑁𝐵𝐼 , 𝑃𝐸𝐶,𝑓𝑓
]𝑇 ,

𝑢𝑓𝑏 =
[

𝑃𝑁𝐵𝐼,𝑓𝑏,1, ⋯ , 𝑃𝑁𝐵𝐼,𝑓𝑏,𝑁𝑁𝐵𝐼 , 𝑃𝐸𝐶,𝑓𝑏
]𝑇 ,

nd the functions 𝑐1, 𝑐2 are defined in (16).

.7. Plasma total energy evolution model

As discussed above, the plasma total energy is prescribed by a
ontroller running simultaneously to the minimum safety factor con-

roller. This section aims to present the control-oriented model for

5 
he evolution of the plasma total energy 𝑊 . It is modeled by the
ne-dimensional ordinary differential equation of the form

̇ (𝑡) = −
𝑊 (𝑡)
𝜏𝐸 (𝑡)

+ 𝑃𝑡𝑜𝑡(𝑡). (26)

n the above equation, the term 𝜏𝐸 is the energy confinement time
nd is calculated using the 𝐼𝑃𝐵98(𝑦, 2) scaling law [31]. Suppose a
arget plasma total energy 𝑊 is given. Then the evolution of the error
̃ = 𝑊 −𝑊 is governed by
̇̃𝑊 = −𝑊

𝜏𝐸
+ 𝑃𝑡𝑜𝑡 − �̇� . (27)

3. Minimum safety factor control synthesis

This section aims to develop nonlinear plasma total energy 𝑊
and minimum safety factor 𝑞𝑚𝑖𝑛 controllers. The plasma total energy
controller prescribes the total power 𝑃𝑡𝑜𝑡 to drive the error �̃� to 0.

ccording to (11), the prescribed total power imposes an algebraic
onstraint on the minimum safety factor controller, which prescribes
he auxiliary powers and the ECCD position to drive the error 𝜃𝑞𝑚𝑖𝑛
o 0. This work uses an algorithm based on feedback linearization to
chieve the control objectives. The 𝑊 controller first determines the
alue of 𝑃𝑡𝑜𝑡 to cancel the nonlinearities in (27) and track the target
𝑊 . The 𝑞𝑚𝑖𝑛 controller then chooses the value of auxiliary inputs and
ECCD position while accounting for the algebraic constraint imposed
by the 𝑊 controller and (11). The robust version of 𝑞𝑚𝑖𝑛 controller,
introduced in [20], is presented in Appendix C.

3.1. Feedback linearization

Feedback linearization is a nonlinear control algorithm that works
on the principle of canceling the nonlinearities in the model. The
resulting model is linear, which can be controlled using a linear control
algorithm. Fig. 4 shows a block diagram of the closed-loop system.
Note that both the linear controller and the nonlinearity cancellation
blocks in the block diagram form the feedback linearization controller.
The linear controller prescribes a virtual input 𝑣 to the linearized
model based on the state error �̃�. The nonlinearity cancellation block
prescribes the actual power 𝑣𝑎𝑐𝑡 to cancel the nonlinearities in (25). The
following subsections discuss how feedback linearization is used in this
work to drive the plasma total energy and the minimum safety factor
to the desired targets.

3.2. Plasma total energy controller

The objective of the 𝑊 controller is to choose the actual input
𝑎𝑐𝑡 = 𝑃𝑡𝑜𝑡 to drive the state error �̃� = 𝑊 to 0. The state error 𝑊
etermines the virtual input 𝑣 by the relation

= −𝐾𝑊 ,𝑝𝑊 −𝐾𝑊 ,𝐼 ∫

𝑡

𝑡0
𝑊 𝑑𝑡, (28)

here 𝐾𝑊 ,𝑝 and 𝐾𝑊 ,𝐼 are predefined control parameters and 𝑡0 is the
nitial time. The actual input 𝑃𝑡𝑜𝑡 is related to the virtual input 𝑣 by the
quation

= −𝑊
𝜏𝐸

+ 𝑃𝑡𝑜𝑡 − �̇� . (29)

Substituting (28) and (29) into (27) gives the linear equation

̇̃𝑊 = −𝐾𝑊 ,𝑝𝑊 −𝐾𝑊 ,𝐼 ∫

𝑡

𝑡0
𝑊 𝑑𝑡. (30)

sing Lyapunov analysis (similar to the one shown in Appendix B), it
an be shown that the above system is asymptotically stable, i.e., the
rror𝑊 converges to 0 as 𝑡 → ∞. Thus, the control objective is achieved
y choosing the feedback component of the actual input 𝑃𝑡𝑜𝑡,𝑓𝑏 as

𝑡𝑜𝑡,𝑓𝑏 = −𝐾𝑊 ,𝑝𝑊 −𝐾𝑊 ,𝐼 ∫

𝑡

𝑡0
𝑊 𝑑𝑡 + 𝑊

𝜏𝐸
− 𝑃𝑡𝑜𝑡,𝑓𝑓 + �̇� . (31)

In the above equation, the term 𝑃𝑡𝑜𝑡,𝑓𝑓 represents the feedforward
component of the total power.
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Fig. 4. Feedback linearization controller block diagram.
Fig. 5. Components of a feedback linearization block.
3.3. Minimum safety factor controller synthesis

For the minimum safety factor controller, the state error is �̃� = 𝜃𝑞𝑚𝑖𝑛 .
The actual inputs 𝑣𝑎𝑐𝑡 for this controller are the auxiliary powers 𝑢𝑓𝑏
and the ECCD position 𝜌𝑒𝑐 . The nonlinearity cancellation in the 𝜃𝑞𝑚𝑖𝑛
model (25) is achieved by ensuring that the virtual input 𝑣 satisfies the
constraint

𝑣 = 𝑐1(𝑡) + 𝑐2(𝑡) + ℎ(𝜌𝑒𝑐 (𝑡), 𝑡)𝑇 𝑢𝑓𝑓 (𝑡)

+ ℎ(𝜌𝑒𝑐 (𝑡), 𝑡)𝑇 𝑢𝑓𝑏(𝑡) − ̇̄𝜃𝑞𝑚𝑖𝑛 (𝑡). (32)

The linear controller (refer to Fig. 4) prescribes a value for the virtual
input 𝑣 based on the error 𝜃𝑞𝑚𝑖𝑛 . The linear control law used in this work
is given by

𝑣 = −𝐾𝑝𝜃𝑞𝑚𝑖𝑛 −𝐾𝐼 ∫

𝑡

𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡 (33)

with controller gains 𝐾𝑝 > 0, 𝐾𝐼 > 0. Combining (25), (32) and (33)
results in the closed-loop linear system

̇̃𝜃𝑞𝑚𝑖𝑛 = −𝐾𝑝𝜃𝑞𝑚𝑖𝑛 −𝐾𝐼 ∫

𝑡

𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡. (34)

Stability analysis, discussed in Appendix B, shows that the above con-
troller can drive the error to 0 asymptotically under certain hypotheses.
Thus, by choosing auxiliary powers 𝑢𝑓𝑏 and ECCD position 𝜌𝑒𝑐 such that
(32) and (33) are simultaneously satisfied achieves the desired control
objective. Such a selection of controllable variables is achieved through
optimization, which is discussed below.

3.4. Optimal allocation of physical actuators

As discussed in the previous sections, the critical step in feedback
linearization is nonlinearity cancellation. Fig. 5 shows the steps in-
volved in the nonlinearity cancellation block of the controller. The
constraint definition block defines the relation (given in (32)) between
the virtual input 𝑢 and actual inputs 𝑢𝑓𝑏. Since there is only one
virtual input (defined by the linear control law (33)), and 𝑁𝑁𝐵𝐼 + 1
auxiliary drives, there is no unique way to select the actual inputs 𝑢𝑓𝑏
to satisfy the constraint given in (32). Furthermore, the total power,
defined by (11), introduces an additional constraint on the auxiliary
powers. This work uses optimization to select a unique set of actual
feedback inputs that satisfy all the above-mentioned constraints. The
optimization problem is formulated as follows: for each time 𝑡,

argmin
𝑢(𝑡),𝜌𝑒𝑐 (𝑡)

𝑓 (𝑢(𝑡)) = argmin
𝑢(𝑡),𝜌𝑒𝑐 (𝑡)

𝑢𝑇 (𝑡)𝑄𝑢(𝑡) (35)

subject to the constraints

𝑔 (𝜌 (𝑡), 𝑢(𝑡), 𝑡) ∶= ℎ̂𝑇 (𝜌 (𝑡), 𝑡)𝑢(𝑡) + 𝑏 (𝜌 (𝑡), 𝑡) = 0, (36)
1 𝑒𝑐 𝑒𝑐 1 𝑒𝑐

6 
𝑔2(𝑢(𝑡), 𝑡) ∶= 1̂𝑇 𝑢(𝑡) + 𝑏2(𝑡) = 0, (37)

𝑢(𝑡) ∈ 𝛤 × (−∞,∞) × (−∞,∞), and (38)

𝜌𝑒𝑐 ∈ [0, 1]. (39)

In the above formulation, ‘‘argmin’’ refers to the values of 𝑢(𝑡) and 𝜌𝑒𝑐 (𝑡)
that minimize the cost function 𝑓 ,

𝑢 =
[

𝑢𝑇𝑓𝑏 𝑠1 𝑠2
]𝑇
, (40)

ℎ̂(𝜌𝑒𝑐 , 𝑡) =
[

ℎ𝑇 (𝜌𝑒𝑐 , 𝑡) 1 0
]𝑇 , (41)

1̂ =
[

1𝑇 0 1
]𝑇 , (42)

1 =
[

1 … 1
]𝑇 , (43)

𝑏1(𝜌𝑒𝑐 , ⋅) = 𝐾𝑝𝜃𝑞𝑚𝑖𝑛 +𝐾𝐼 ∫

𝑡

𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡 −

̇̄𝜃𝑞𝑚𝑖𝑛

+ 𝑐1 + 𝑐2 + ℎ𝑇 (𝜌𝑒𝑐 , ⋅)𝑢𝑓𝑓 , (44)

𝑏2 = −𝑃𝑡𝑜𝑡 + 1𝑇 𝑢𝑓𝑓 . (45)

Note that the auxiliary powers appear in the cost function and the
constraints. However, the ECCD position appears explicitly only in the
constraints. The set 𝛤 ⊂ R𝑁𝑁𝐵𝐼+1 is defined as

𝛤 = [𝛾
1
, �̄�1] ×⋯ × [𝛾

𝑁𝑁𝐵𝐼+1
, �̄�𝑁𝑁𝐵𝐼+1] ⊂ R𝑁𝑁𝐵𝐼+1, (46)

where 𝛾
𝑖
, �̄�𝑖 represent the lower and upper saturation limits of 𝑖th

auxiliary drive. The optimization problem may not have an exact
solution within the input bounds (38) and (39) such that the con-
straints (36) and (37) are satisfied. One way to ensure the existence
of a solution is the inclusion of ‘‘slack’’ variables (𝑠1 and 𝑠2 in the
above equations) that are allowed to take values in an unbounded
set (−∞,∞) × (−∞,∞). Consequently, the slack variables 𝑠1 and 𝑠2
give a measure of constraints violation ((36) and (37), respectively) to
ensure the existence of solution such that 𝑢𝑓𝑏 ∈ 𝛤 and 𝜌𝑒𝑐 ∈ [0, 1]. It
is important to ensure that the solution to the optimization problem
is such that the constraint violation is minimal. This is achieved by
choosing the matrix 𝑄 in the cost function as a diagonal matrix of
the form 𝑄 = 𝑑𝑖𝑎𝑔(𝑞1,… , 𝑞𝑁𝑁𝐵𝐼+1, 𝑞𝑠1 , 𝑞𝑠2 ), 𝑞𝑠1 , 𝑞𝑠2 ≫ 𝑞𝑖 > 0 for 𝑖 =
1,… , 𝑁𝑁𝐵𝐼 + 1. Such a selection of 𝑄 matrix ensures that the cost of
violating the constraint is significant.

Real-time (nonlinear) optimization can be computationally expen-
sive. Furthermore, incorporating auxiliary drive saturation limits into
optimization increases the complexity. To make practical implemen-
tation feasible, optimization is carried out in three steps. First, the
optimization problem for a fixed ECCD position is solved. Next, actu-
ator saturation limits and the moving ECCD are incorporated into the
optimization process in Section 3.4.2.
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3.4.1. Optimization for fixed ECCD case without saturation limits
Suppose the actuator saturation limits ((38) and (39)) are ignored

and the ECCD is fixed at �̂� = �̂�𝑒𝑐 . Define ℎ̂∗ as ℎ̂∗(𝑡) ∶= ℎ̂(�̂�𝑒𝑐 , 𝑡). The
optimization formulated above simplifies to minimizing a quadratic
cost function subject to two linear constraints. Using Lagrange multi-
plier theorem, it can be shown that the solution 𝑢∗ of the simplified
optimization problem is given by the formula

𝑢∗ = 1
2
𝑄−1 [ℎ̂∗ 1̂

]

𝛬, (47)

where 𝛬 satisfies the linear equation
[

ℎ̂∗𝑇𝑄−1ℎ̂∗ ℎ̂∗𝑇𝑄−11̂

1̂𝑇𝑄−1ℎ̂∗ 1̂𝑄−11̂

]

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
A

{

𝜆∗1
𝜆∗2

}

⏟⏟⏟
𝛬

=
[

−2𝑏1
−2𝑏2

]

⏟⏟⏟
𝒃

. (48)

All detailed steps involved in deriving the above equation is given
n Appendix D. Since there are two constraints that are linear in inputs
, at least two auxiliary drives are required to ensure the existence of
olution to the simplified optimization problem. This in turn implies
𝑁𝐵𝐼 ≥ 1.

.4.2. Incorporation of saturation limits and moving ECCD into control
lgorithm

To include the actuator saturation limits, one can add inequality
onstraints explicitly. However, this makes the optimization algorithm
onvoluted. If (47) returns a feedback input value that is outside the
et 𝛤 , then the solution of the optimization problem with saturation
onstraints is achieved at the boundary of the set 𝛤 . For this problem,
he boundary is nothing but the saturated values of the inputs. Algo-
ithm 1, given in Appendix E, uses this fact to iteratively arrive at the
olution of the optimization problem with actuator saturation limits.

The following example gives an intuitive illustration of the algo-
ithm. Suppose 2 NBIs and 1 ECCD are allocated for safety factor
inimum control. Also suppose that the lower and upper saturation

imits of all three actuators are 0 MW and 5 MW, respectively. At any
iven time 𝑡, if 𝑢∗ calculated by (47) satisfies the saturation limits, then
he algorithm returns 𝑢∗. On the other hand, if 𝑢∗ is such that both
BIs satisfy the saturation limits but the ECCD power is 6 MW, then

he algorithm sets the value of ECCD power as 5 MW and reformulates
he optimization problem in terms of the NBI actuator powers. This
rocess is repeated until all the inputs satisfy the actuator saturation
imits.

The next step is to include the ECCD position as one of the variables
n the optimization problem. Algorithm 2, presented in Appendix F,
ives a computationally efficient algorithm to determine the optimal
CCD position. In Algorithm 2, the ECCD position 𝜌𝑒𝑐 is assumed to
e fixed at �̂�𝑒𝑐 . Suppose 𝛿 is the maximum possible distance the ECCD
an move from its position 𝜌𝑒𝑐 at a given time step 𝑡𝑘. Define 𝛺𝑘 as

the finite set of possible positions the ECCD can take at the next time
step. Algorithm 2 solves the optimization problem corresponding to
each ECCD position in the set 𝛺𝑘 (by implementing Algorithm 1) and
computes the cost function corresponding to each ECCD position. The
optimal ECCD position 𝜌∗,𝑘𝑒𝑐 is the ECCD position 𝜌𝑒𝑐 ∈ 𝛺𝑘 corresponding
to the least cost function value.

4. Control testing via numerical simulations

The control algorithm developed in Section 3 is tested for a DIII-D
tokamak scenario using numerical simulations in the Control Oriented
Transport SIMulator (COTSIM). In COTSIM, the 1D magnetic diffusion
equation, the electron-heat-transport equation, and the semi-empirical
Bohm/Gyro-Bohm model are used for simulating the plasma dynam-
ics [32]. Furthermore, the evolution models used in COTSIM are more
complicated than those used in the control design. As a result, testing
the algorithms developed in this work in COTSIM serves as a good

step before proceeding to actual experiments. In the simulations, two

7 
NBIs and one ECCD are considered for minimum safety factor control.
The simulations use data from DIII-D shot 147 634 [33]. In particular,
the targets are generated using the inputs data from shot 147 634. In
the simulations, the values of 𝑃𝑁𝐵𝐼,1 (on-axis NBI cluster), 𝑃𝑁𝐵𝐼,2 (off-
axis NBI cluster) and 𝑃𝐸𝐶 are allowed to vary in the closed intervals
[0 MW, 12 MW], [0 MW, 6 MW] and [0 MW, 4.5 MW], respectively.
Fig. 6 shows the current depositions profiles of these actuators. The
effectiveness of the controller was tested for multiple cases. The sim-
ulation results of two different cases, with two different feedforward
input combinations and initial ECCD positions, are presented below.
The results for fixed and moving ECCD studies are presented in each of
the two cases. A non-robust version of the controller proposed in [20]
was used for the fixed ECCD case. The controller algorithm for this case
is similar to Algorithm 2, with the only difference being that the set 𝛺𝑘
is chosen as a singleton set of the fixed ECCD position at every time step
𝑡𝑘.

4.1. Case 1

Since the ECCD position is determined only by the feedback con-
troller, 𝑃𝐸𝐶,𝑓𝑓 cannot be determined a priori. In the first case, the
feedforward EC power 𝑃𝐸𝐶,𝑓𝑓 is selected as 𝑃𝐸𝐶,𝑓𝑓 = 0. This difference
in the EC power in the feedforward and target shots results in the
deviation of the plasma total energy and the minimum safety factor
from the targets. The results of the 𝑊 controller when the ECCD is
fixed are given in Fig. 7. Activating the controller makes the system
track the target 𝑊 . As mentioned previously, the total power 𝑃𝑡𝑜𝑡 power
of the feedforward+feedback case (refer to right subfigure of Fig. 7)
determined by the 𝑊 controller imposes a constraint on the minimum
safety factor controller. Figs. 8, 9 show the simulations results of the
fixed ECCD case. As evident from the figures, the controller is able
to track the target even when the ECCD is fixed. Fig. 8 also shows
the ECCD position, which is fixed in this case, and the minimum
safety factor location �̂�𝑞𝑚𝑖𝑛 . Fig. 11 shows the feedforward-only and
feedforward+feedback inputs corresponding to the minimum safety
factor trajectories shown in Fig. 8. The figure illustrates that 𝑃𝑁𝐵𝐼,2
saturates when the controller is activated. Thus, when the control
algorithm is implemented, the original solution of the optimization
problem without saturation limits, discussed in Section 3.4.1, is such
that 𝑃𝑁𝐵𝐼,1 ∈ [0 MW, 12 MW], 𝑃𝐸𝐶 ∈ [0 MW, 4.5 MW], but 𝑃𝑁𝐵𝐼,2 >
6 MW. Thus, Algorithms 1 and 2 set the value of 𝑃𝑁𝐵𝐼,2 at 6 MW
and solved the optimization problem with only 𝑃𝑁𝐵𝐼,1 and 𝑃𝐸𝐶 . As
shown in Fig. 11, the new solution of the reformulated optimization
problem results in a spike in the ECCD power 𝑃𝐸𝐶 . Due to the inherent
coupling of the plasma total power evolution and minimum safety
factor evolution, the spike in ECCD power results in the deviation of
𝑊 from its target (refer to the central subfigure of Fig. 7).

The evolution of 𝑊 and the corresponding total power for the
feedforward only and feedforward+feedback cases when 𝜌𝑒𝑐 is allowed
to vary is shown in Fig. 12. As evident from the figure, the controller
tracks the given target. Figs. 13, 14 present the 𝑞𝑚𝑖𝑛, 𝜌𝑒𝑐 , �̂�𝑞𝑚𝑖𝑛 and 𝑞 pro-
file values for the moving ECCD case, i.e., for the case when Algorithm
1 is implemented without any modifications. Figs. 13 and 14 show
that the controller makes the system track the target. Furthermore,
it can be seen that the optimal ECCD position is roughly located at
̂𝑞𝑚𝑖𝑛 + 0.115. Since the ECCD position is moved towards �̂�𝑞𝑚𝑖𝑛 in real-
time, the controller does not need to rely heavily on the NBIs to drive
current at around �̂�𝑞𝑚𝑖𝑛 , which prevents 𝑃𝑁𝐵𝐼,2 from entering saturation
and 𝑃𝐸𝐶 from spiking at the same time, as shown in Fig. 16. As a result,
unlike the fixed ECCD case, there are no spikes in 𝛿𝑊 evolution (as
shown in the central subfigure of Fig. 12).

Figs. 10 and 15 show the temperature profiles predicted by the
simulator and controller-synthesis models. As mentioned earlier, the
simulators use a 1D electron-heat-transport equation. On the other
hand, the controller synthesis relied on a 0.5D temperature model

with fixed shapes (refer to (10)). Thus, the 1D and 0.5D temperature
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Fig. 6. Auxiliary drive current deposition profiles: NBIs (left), ECCD (right).
Fig. 7. Case 1 - fixed ECCD: 𝑊 (left), �̃� (center), 𝑃𝑡𝑜𝑡 (right).
Fig. 8. Case 1 - fixed ECCD: 𝑞𝑚𝑖𝑛 evolution (left), ECCD position (right).
Fig. 9. Case 1 - fixed ECCD: safety factor profile - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
f
i
s
f
t

rofile discrepancy translates to uncertainty in the control-oriented 𝑞𝑚𝑖𝑛
odel. However, the closed-loop plots show that the controller is able

o eliminate the effect of model uncertainty and track the given target
n both fixed and moving ECCD cases.

The cost value at each time instant 𝑡 is shown in Fig. 17. The sudden
ncrease in the 𝑃 value for the fixed ECCD case is evident from the
𝐸𝐶 p

8 
igure. Since the optimization problem is solved at each time instant
ndependently, inputs that are optimal at one instant can result in a
uboptimal performance at the latter instants. This is evident from the
act that the cost value for the moving ECCD case is greater than that of
he fixed ECCD case at certain time instants. Hence, to compare overall
erformance of both cases, a cumulative cost 𝐽 (𝑡) ∶= ∫ 𝑡 𝐽 (𝑢(𝜏))𝑑𝜏 is
0
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Fig. 10. Case 1 - fixed ECCD: electron temperature profile as predicted by the simulator (1D) and synthesis (0.5D) models - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
Fig. 11. Case 1 - fixed ECCD: Auxiliary powers - 𝑃𝑁𝐵𝐼,1 (left), 𝑃𝑁𝐵𝐼,2 (center), 𝑃𝐸𝐶 (right).
Fig. 12. Case 1 - moving ECCD: 𝑊 (left), �̃� (center), 𝑃𝑡𝑜𝑡 (right).
Fig. 13. Case 1 - moving ECCD: 𝑞𝑚𝑖𝑛 evolution (left), ECCD position (right).
used. Fig. 17 also shows the cumulative costs of the fixed and moving
ECCD cases. The cumulative costs 𝐽 (𝑡𝑒𝑛𝑑 ) at the simulation end time 𝑡𝑒𝑛𝑑
for the fixed and moving ECCD cases are 1.9720 × 103 and 1.6069 × 103,
respectively. Thus, controlling the ECCD position results in a lower
cumulative cost for the given set of simulation parameters.

4.2. Case 2

In the second case, the feedforward inputs are selected as 𝑃𝑁𝐵𝐼,1,𝑓𝑓
= 0.75𝑃 , 𝑃 = 0.5𝑃 , 𝑃 = 0, where 𝑃
𝑁𝐵𝐼,1,𝑡𝑎𝑟 𝑁𝐵𝐼,2,𝑓𝑓 𝑁𝐵𝐼,2,𝑡𝑎𝑟 𝐸𝐶,𝑓𝑓 𝑁𝐵𝐼,1,𝑡𝑎𝑟

9 
and 𝑃𝑁𝐵𝐼,2,𝑡𝑎𝑟 are the auxiliary powers corresponding to the target
profile. The results corresponding to the fixed ECCD case are given
in Figs. 18, 19, 20, 21 and 22. Fig. 18 shows that the 𝑊 controller
tracks the target 𝑊 . The initial discrepancy between the system’s
state 𝑊 and the target 𝑊 when the controller is activated causes
a spike in the feedforward+feedback input 𝑃𝑡𝑜𝑡. However, after this
initial overshoot, the error slowly converges to 0 (refer to the central
subfigure in Fig. 18). Figs. 19 and 20 show that the minimum safety
factor controller tracks the given target. The evolution of the electron
temperature profile with and without the feedback controller is shown
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Fig. 14. Case 1 - moving ECCD: safety factor profile - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
Fig. 15. Case 1 - moving ECCD: electron temperature profile as predicted by the simulator (1D) and synthesis (0.5D) models - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
Fig. 16. Case 1 - moving ECCD: auxiliary powers - 𝑃𝑁𝐵𝐼,1 (left), 𝑃𝑁𝐵𝐼,2 (center), 𝑃𝐸𝐶 (right).
Fig. 17. Case 1 - instantaneous (left) and cumulative (right) cost values.
in Fig. 21. The effect of the overshoot caused by the 𝑊 controller on
the 𝑞𝑚𝑖𝑛 controller can be seen in the auxiliary inputs shown in Fig. 22.
Unlike the results presented in Section 4.1, it is clear that there is no
saturation and spikes in the auxiliary inputs (excluding the initial spike)
even when the ECCD is fixed.

The results corresponding to the moving ECCD simulations of Case
2 are presented in Figs. 23, 24, 25, 26 and 27. Fig. 23 presents the
feedforward only and the feedforward+feedback 𝑊 evolution. The
corresponding 𝑃𝑡𝑜𝑡 values determined by the controller are also pre-
sented in the figure. The minimum safety factor and the optimal ECCD
10 
position, as determined by the controller, are shown in Fig. 24. The
open and closed-loop safety-factor profiles are shown in Fig. 25. The
corresponding inputs are shown in Fig. 27. The figure shows that the
optimal ECCD position slowly converges towards the minimum safety
factor’s location. The controller’s performance is similar to that of the
fixed ECCD case. One noticeable difference is in the initial spike in
the auxiliary powers when the controller is activated, which are not
as significant as those in the fixed ECCD case.

The discrepancy in the 1D simulator and 0.5D synthesis electron-
temperature profiles shown in Figs. 21 and 26 appears as 𝑞 model
𝑚𝑖𝑛
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Fig. 18. Case 2 - fixed ECCD: 𝑊 (left), �̃� (center), 𝑃𝑡𝑜𝑡 (right).
Fig. 19. Case 2 - fixed ECCD: 𝑞𝑚𝑖𝑛 evolution (left), ECCD position (right).
Fig. 20. Case 2 - fixed ECCD: safety factor profile - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
Fig. 21. Case 2 - fixed ECCD: electron temperature profile as predicted by the simulator (1D) and synthesis (0.5D) models - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
11 
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Fig. 22. Case 2 - fixed ECCD: Auxiliary powers - 𝑃𝑁𝐵𝐼,1 (left), 𝑃𝑁𝐵𝐼,2 (center), 𝑃𝐸𝐶 (right).
Fig. 23. Case 2 - moving ECCD: 𝑊 (left), �̃� (center), 𝑃𝑡𝑜𝑡 (right).
Fig. 24. Case 2 - moving ECCD: 𝑞𝑚𝑖𝑛 evolution (left), ECCD position (right).
Fig. 25. Case 2 - moving ECCD: safety factor profile - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
12 
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Fig. 26. Case 2 - moving ECCD: electron temperature profile as predicted by the simulator (1D) and synthesis (0.5D) models - 𝑡 = 3 s (left), 𝑡 = 4.5 s (center), 𝑡 = 6 s (right).
Fig. 27. Case 2 - moving ECCD: auxiliary powers - 𝑃𝑁𝐵𝐼,1 (left), 𝑃𝑁𝐵𝐼,2 (center), 𝑃𝐸𝐶 (right).
Fig. 28. Case 2 - fixed and moving ECCD slack variables comparison.
ncertainty. However, the integral action in the controller is able to
andle the effect of uncertainty on the closed-loop performance.

One way to compare the performance of the controllers when the
CCD is fixed and moving is to consider the slack variables. Recall that
he slack variables are included in the optimization problem to ensure
he existence of a solution. However, large values of the slack variables
mply that the optimization constraints, defined by (36) and (37), are
ot satisfied. Fig. 28 presents the slack variables for both the fixed
nd moving ECCD cases. The figure illustrates that the slack variables
f the fixed ECCD case illustrate a more significant spike when the
ontroller is turned on at 2.5 s. This spike in slack variables for the fixed
CCD case is also reflected in the auxiliary powers and the deviation
f the total energy from the target in Figs. 22 and 18, respectively. In
ontrast, the corresponding figures for the moving ECCD case (Figs. 27
nd 23) exhibit no or minimal spikes. Thus, optimally varying the
13 
ECCD position could improve performance, even when the fixed ECCD
controller ultimately meets the overall control objective.

5. Conclusion

A novel approach to model the evolution of the minimum safety
factor is presented. The control-oriented model is a non-autonomous
ordinary differential equation that continuously tracks the system dy-
namics at the minimum safety factor’s location. Furthermore, the de-
veloped model incorporates the effect of the ECCD position on the
system dynamics. Such a model enables the development of controllers
that treat ECCD position as one of the controllable variables. Another
primary contribution of this work is the development of an integrated
total energy and minimum safety factor controller with a moving ECCD.
The proposed nonlinear control algorithms are based on feedback
linearization of the nonlinear models. A robust version of the minimum
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safety factor controller is also discussed. A computationally inexpensive
algorithm is developed to make the proposed controller viable for prac-
tical implementation. Numerical simulations in COTSIM are used to
assess the effectiveness of the proposed controller for a DIII-D tokamak
scenario. Simulation results demonstrate that using a moving ECCD can
avoid the saturation of certain non-inductive powers and/or a high
spike in actuator powers. Future extensions of this work can include
experimental validation of the proposed controller and development of
control algorithms for different profile control problems.
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ppendix A. Poloidal flux gradient evolution

Incorporating the 0.5D models for the electron temperature (10) and
lectron density (9) into (5) and (6) results in

𝜂 = �̂�𝜂𝑢𝜂 , (A.1)

𝑗𝑛𝑖 =
𝑁𝑁𝐵𝐼
∑

𝑖=1
�̂�𝑁𝐵𝐼,𝑖�̂�𝑁𝐵𝐼,𝑖 + �̂�𝐸𝐶 �̂�𝐸𝐶 + �̂�𝐵𝑆

(

𝜕𝜓
𝜕�̂�

)−1
�̂�𝐵𝑆 , (A.2)

where

�̂�𝜂 = 𝑍𝑒𝑓𝑓𝑘𝑠𝑝
(

𝑇 𝑝𝑟𝑜𝑓𝑒
(

𝑛𝑝𝑟𝑜𝑓𝑒
)𝜁
)−3∕2

,

�̂� = 𝑗𝑝𝑟𝑜𝑓
(

𝑇 𝑝𝑟𝑜𝑓
)𝜖𝑁𝐵𝐼 (𝑛𝑝𝑟𝑜𝑓

)(𝜁𝜖𝑁𝐵𝐼−1) ,
𝑁𝐵𝐼,𝑖 𝑁𝐵𝐼,𝑖 𝑒 𝑒 t
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�̂�𝐸𝐶 = 𝑗𝑝𝑟𝑜𝑓𝐸𝐶
(

𝑇 𝑝𝑟𝑜𝑓𝑒
)𝜖𝐸𝐶 (

𝑛𝑝𝑟𝑜𝑓𝑒
)(𝜁𝜖𝐸𝐶−1) ,

�̂�𝐵𝑆 =
𝑅0

𝐹

[

2L31𝑇
𝑝𝑟𝑜𝑓
𝑒 (𝑛𝑝𝑟𝑜𝑓𝑒 )𝜁 (𝑛𝑝𝑟𝑜𝑓𝑒 )′

+
(

2L31 + L32 + 𝛼L34
)

𝑛𝑝𝑟𝑜𝑓𝑒
(

𝑇 𝑝𝑟𝑜𝑓𝑒 (𝑛𝑝𝑟𝑜𝑓𝑒 )𝜁
)′] ,

𝑢𝜂 =
(

𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒

)−3∕2
,

�̂�𝑁𝐵𝐼,𝑖 = (𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )
𝜖𝑁𝐵𝐼 �̄�−1𝑒 𝑃𝑁𝐵𝐼,𝑖,

�̂�𝐸𝐶 = (𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )
𝜖𝐸𝐶 �̄�−1𝑒 𝑃𝐸𝐶 ,

�̂�𝐵𝑆 =
(

𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒

)

�̄�𝑒.

ubstituting the above equations into the magnetic diffusion Eq. (3)
esults in a partial differential equation (PDE) of the form

̇ =
(

𝑔𝜂,1𝜃
′ + 𝑔𝜂,2𝜃

)

𝑢𝜂 +
𝑁𝑁𝐵𝐼
∑

𝑖=1
𝑔𝑁𝐵𝐼,𝑖𝑢𝑁𝐵𝐼,𝑖

+ 𝑔𝐸𝐶𝑢𝐸𝐶 + 𝑔𝐵𝑆
1
𝜃
𝑢𝐵𝑆 , (A.3)

where 𝜃 ∶= 𝜕𝜓
𝜕�̂� , and ̇(⋅), (⋅)′ represents the temporal and spatial

erivatives. The spatial terms in the above PDE are given by

𝑔𝜂,1 =
�̂�𝜂𝐷𝜓

𝜇0𝜌2𝑏𝐹
2
, 𝑔𝜂,2 =

�̂�𝜂
(

�̂�𝐷𝜓
)′

𝜇0𝜌2𝑏𝐹
2�̂�

, (A.4)

𝑔𝑁𝐵𝐼,𝑖 = �̂�𝜂𝑅0�̂��̂�𝑁𝐵𝐼,𝑖, 𝑔𝐸𝐶 = �̂�𝜂𝑅0�̂��̂�𝐸𝐶 , (A.5)

𝑔𝐵𝑆 = �̂�𝜂𝑅0�̂��̂�𝐵𝑆 , (A.6)

and the virtual inputs terms are given by

𝑢𝑁𝐵𝐼,𝑖 = 𝑢𝜂 �̂�𝑁𝐵𝐼,𝑖, 𝑢𝐸𝐶 = 𝑢𝜂 �̂�𝐸𝐶 , (A.7)

𝑢𝐵𝑆 = 𝑢𝜂 �̂�𝐵𝑆 . (A.8)

Taking the partial derivative on both sides of (A.3) with respect to the
spatial variable �̂� gives

�̇� =
(

ℎ𝜂,1𝜃
′′ + ℎ𝜂,2𝜃′ + ℎ𝜂,3𝜃

)

𝑢𝜂 +
𝑁𝑁𝐵𝐼
∑

𝑖=1
ℎ𝑁𝐵𝐼,𝑖𝑢𝑁𝐵𝐼,𝑖

+ ℎ𝐸𝐶𝑢𝐸𝐶 +
(

ℎ𝐵𝑆,1
1
𝜃
− ℎ𝐵𝑆,2

𝜃′

𝜃2

)

𝑢𝐵𝑆 , (A.9)

where ℎ𝜂,1 = 𝑔𝜂,1, ℎ𝜂,2 = (𝑔𝜂,1)′ + 𝑔𝜂,2, ℎ𝜂,3 = (𝑔𝜂,2)′, ℎ𝑁𝐵𝐼,𝑖 = (𝑔𝑁𝐵𝐼,𝑖)′,
ℎ𝐸𝐶 = (𝑔𝐸𝐶 )′, ℎ𝐵𝑆,1 = (𝑔𝐵𝑆 )′ and ℎ𝐵𝑆,2 = 𝑔𝐵𝑆 .

Appendix B. Stability analysis of the proposed controller

The asymptotic stability of the closed-loop system (34) is shown in
this section using Lyapunov analysis. Before proceeding to the analysis,
it is important to understand some of the basic definitions. Consider a
nonlinear system governed by the ordinary differential equation

̇ = 𝑓 (𝑥), (B.1)

where 𝑥 ∈ R𝑛 is the state and 𝑓 ∶ R𝑛 ↦ R𝑛 is a known nonlinear
function. A point 𝑥𝑒 ∈ R𝑛 is said to be an equilibrium of the above
system is 𝑓 (𝑥𝑒) = 0. In other words, the system does not exhibit any
dynamics when it is at an equilibrium. The nature of equilibrium is
characterized by the system’s behavior when the state 𝑥 is ‘‘close’’ to
𝑥𝑒. For instance, an equilibrium 𝑥𝑒 is said to be stable if for any arbitrary
𝜖 > 0, there exists a 𝛿 > 0 such that if the initial condition 𝑡0 is such
hat ‖𝑥(𝑡0) − 𝑥𝑒‖ < 𝛿, then for all 𝑡 > 0, ‖𝑥(𝑡) − 𝑥𝑒‖ < 𝜖. The equilibrium
s said to asymptotically stable if the equilibrium is stable and there
xists a 𝛿 > 0 such that lim𝑡→∞ ‖𝑥 − 𝑥𝑒‖ = 0. If 𝛿 is arbitrarily large,
hen the equilibrium is said to be globally asymptotically stable.

Lyapunov theory provides a necessary condition for the stability of
nonlinear system’s equilibrium. According to the Lyapunov theorem,

s there exists a positive definite continuously differentiable function
∶ 𝑥 ↦ 𝑉 (𝑥) ∈ R such that its time derivative �̇� is negative definite,
hen the equilibrium 𝑥𝑒 is asymptotically stable [34]. This theorem is
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used in the following analysis to show that the controller tracks a given
target minimum safety factor.

Consider the Lyapunov function

𝑉 = 1
2
𝑥𝑇

[

1 𝑏
𝑏 𝐾𝐼

]

⏟⏞⏞⏟⏞⏞⏟
𝑃

𝑥, (B.2)

here 𝑥 = [𝑥1, 𝑥2]𝑇 = [𝜃𝑞𝑚𝑖𝑛 , ∫
𝑡
𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡]

𝑇 is the augmented state vector,
and 0 < 𝑏 < min(

√

𝐾𝐼 , 𝐾𝑃𝐾𝐼∕(𝐾𝐼 + 1
4𝐾

2
𝑃 )). By definition, the above

function is continuously differentiable. Furthermore, by choosing the
constant 𝑏 such that 0 <<

√

𝐾𝐼 , the eigenvalues of the matrix 𝑃 in
(B.2) will be positive, which in turn implies that the above function is
positive definite. The time derivative of this Lyapunov function is

�̇� = −(𝐾𝑃 − 𝑏)𝑥21 −𝐾𝐼𝑏𝑥
2
2 −𝐾𝑝𝑏𝑥1𝑥2 (B.3)

is negative definite. The global asymptotic stability of the error system
is a direct consequence of the Lyapunov theorem [34]. This implies
lim𝑡→∞ ‖𝑥‖ → 0, which implies 𝜃𝑞𝑚𝑖𝑛 → 0.

Even though the Lyapunov analysis implies global stability, the
analysis is valid only for the closed-loop system. Recall that the closed-
loop Eq. (34) is achieved through nonlinear cancellation, discussed in
Section 3.3. From (32), it is clear that the value of nonlinearity to
be canceled depends on the time derivative of the target ̇̄𝜃𝑞𝑚𝑖𝑛 (𝑡). The
actuator saturation constrains the range of targets that the feedback
linearizer can effectively cancel. This, in turn, implies that the con-
troller may not drive the minimum safety factor to its target if actuators
saturate and fail to cancel the nonlinearities.

Appendix C. Robust version of minimum safety factor controller

The control-oriented model developed in Section 2 does not account
for model inaccuracies. To account for such uncertainties that arise in
practical scenarios, an additive uncertainty term 𝛿 is introduced into
the control-oriented model (25). The new control-oriented model takes
the form

̇̃𝜃𝑞𝑚𝑖𝑛 (𝑡) = 𝑐1(𝑡) + 𝑐2(𝑡) + ℎ(𝑡)𝑇 𝑢𝑓𝑓 (𝑡)

+ ℎ(𝑡)𝑇 𝑢𝑓𝑏(𝑡) − ̇̄𝜃𝑞𝑚𝑖𝑛 (𝑡) + 𝛿. (C.1)

The uncertainty term 𝛿 at any given instant is unknown. Thus, it is not
possible to achieve nonlinearity cancellation as in (34). Suppose that
the absolute value of the uncertainty term is bounded from above by a
constant at all time 𝑡, i.e., |𝛿(𝑡)| ≤ 𝛿 for all 𝑡. To eliminate the effect of
uncertainty on the controller performance, the robust control law given
by

𝑣 = −𝐾𝑝𝜃𝑞𝑚𝑖𝑛 −𝐾𝐼 ∫

𝑡

𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡

− 𝛿𝑠𝑖𝑔𝑛

(

𝜃𝑞𝑚𝑖𝑛 + 𝑏∫

𝑡

𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡

)

. (C.2)

is used instead of (33). In the above robust control law, the term 𝑏
is defined as in the Lyapunov analysis in Appendix B. Using the new
control law results in the closed loop system of the form

̇̃𝜃𝑞𝑚𝑖𝑛 = −𝐾𝑝𝜃𝑞𝑚𝑖𝑛 −𝐾𝐼 ∫

𝑡

𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡

− 𝛿𝑠𝑖𝑔𝑛

(

𝜃𝑞𝑚𝑖𝑛 + 𝑏∫

𝑡

𝑡0
𝜃𝑞𝑚𝑖𝑛𝑑𝑡

)

+ 𝛿. (C.3)

Using the Lyapunov analysis similar to the one in Appendix B, one can
show that the equilibrium 𝜃 = 0 of the system governed by (C.1) is
asymptotically stable.
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Appendix D. Optimization analysis using Lagrange multiplier the-
orem

The optimization problem discussed in Section 3.4.1 is defined as
the minimization of a quadratic cost function subject to two linear
constraints. The Lagrange multiplier theorem is used in this section
to derive a closed-form equation for the solution of the simplified
optimization problem. Define 𝑔∗1 ∶= 𝑔1(�̂�𝑒𝑐 , ⋅), ℎ̂∗ ∶= ℎ̂(�̂�𝑒𝑐 ) and ℎ∗ ∶=
ℎ(�̂�𝑒𝑐 ). Now, define the Lagrangian as

L(𝑢, 𝜆1, 𝜆2) = 𝑓 (𝑢) − 𝜆1𝑔∗1 (𝑢) − 𝜆2𝑔2(𝑢), (D.1)

where 𝜆1, 𝜆2 ∈ R are the Lagrange multipliers. The Lagrange multiplier
theorem [35] states that if a local minimum 𝑢∗ exists, and the Jacobian
[

∇𝑢𝑔∗1 (𝑢
∗) ∇𝑢𝑔∗2 (𝑢

∗)
]𝑇 has maximal rank (which is 2 in this case), then

there exist 𝜆∗1 and 𝜆∗2 such that

∇L(𝑢∗, 𝜆∗1 , 𝜆
∗
2) = 0, (D.2)

where ∇ represents the gradient. The above condition is equivalent to

∇𝑢𝑓 (𝑢∗) − 𝜆∗1∇𝑢𝑔
∗
1 (𝑢

∗) − 𝜆∗2∇𝑢𝑔2(𝑢
∗) = 0, (D.3)

𝑔∗1 (𝑢
∗) = 0, (D.4)

𝑔2(𝑢∗) = 0, (D.5)

where the gradient vector

∇𝑢 ∶=
[ 𝜕
𝜕𝑢1

⋯ 𝜕
𝜕𝑢𝑁𝑁𝐵𝐼+1

𝜕
𝜕𝑠1

𝜕
𝜕𝑠2

]𝑇
. (D.6)

It is known that ∇𝑢𝑓 (𝑢∗) = 𝑄𝑢∗, ∇𝑢𝑔∗1 (𝑢
∗) = ℎ̂∗, and ∇𝑢𝑔2(𝑢∗) = 1̂.

ubstituting these terms into (D.3) yields

∗ = 1
2
𝑄−1 (𝜆∗1ℎ̂

∗ + 𝜆∗21̂
)

. (D.7)

Substituting the expression for 𝑢∗ into (D.4) and (D.5) gives us
[

ℎ̂∗𝑇𝑄−1ℎ̂∗ ℎ̂∗𝑇𝑄−11̂

1̂𝑇𝑄−1ℎ̂∗ 1̂𝑄−11̂

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
A

{

𝜆∗1
𝜆∗2

}

⏟⏟⏟
𝛬

=
[

−2𝑏1
−2𝑏2

]

⏟⏟⏟
𝒃

. (D.8)

Thus, the closed form solution of the optimal inputs 𝑢∗ is given by

𝑢∗ = 1
2
𝑄−1 [ℎ̂∗ 1̂

]

A−1𝒃. (D.9)

The Lagrange multiplier theorem gives a necessary condition for
the local minimum of the cost function. For the simplified optimization
problem, the extremum 𝑢∗ indeed corresponds to the minimum of the
cost function. This can be understood by considering level sets 𝑓 (𝑢) = 𝑝
of the cost function, where 𝑝 is some arbitrary positive constant. By
definition, these level sets form concentric ellipses. Furthermore, the
points that satisfy both linear constraints (𝑔∗1 = 0 and 𝑔2 = 0) form

hyperplane. The extremum 𝑢∗, defined by (D.9), corresponds to the
oint at which the level set with the least cost (or equivalently the
mallest value of 𝑝) is tangential to the hyperplane.

ppendix E. Control algorithm for computing feedback inputs
ith saturation limits

The following algorithm gives computationally efficient approach to
ompute the feedback control inputs that satisfy the saturation limits.
n essence, the algorithm first solves the optimization problem without
he constraint given in (38). If any of the input values are outside the
aturation limits, the algorithm sets their values equal to the limits and
inimizes the cost function corresponding to the rest of the actuators.
ote that the ECCD center is still fixed at �̂�𝑒𝑐 ∈ [0, 1] in the above
lgorithm.

Algorithm 1: Algorithm for computing the satu-
rated inputs for a given ECCD position.
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Inputs: ℎ∗, 𝑏1, 𝑏2, 𝑄.
Outputs: 𝑢∗.

1. Set ℎ̃ = [ ], an empty vector; and calculate
𝑢∗ using (D.9).

2. For 𝑖 = 1,… , 𝑁𝑁𝐵𝐼 + 1,

• if 𝑢𝑖 <= 𝛾
𝑖

𝑏1 = 𝑏1 + 𝛾 𝑖 ∗ ℎ
∗
𝑖 , 𝑏2 = 𝑏2 + 𝛾 𝑖

• elseif 𝑢𝑖 >= �̄�𝑖
𝑏1 = 𝑏1 + �̄�𝑖 ∗ ℎ∗𝑖 , 𝑏2 = 𝑏2 + �̄�𝑖

• else
ℎ̃ = [ℎ̃;ℎ∗𝑖 ], 𝑞 = [𝑞; 𝑞𝑖]

3. Set ℎ∗ = ℎ̃, 1 = 𝑜𝑛𝑒𝑠(𝑠𝑖𝑧𝑒(ℎ̃)),
𝑄 = 𝑑𝑖𝑎𝑔(𝑞, 𝑞𝑠1 , 𝑞𝑠2 ).

4. If 𝑠𝑖𝑧𝑒(ℎ∗) == 0
stop,

else
return to Step 1.

Appendix F. Control algorithm for computing feedback inputs and
optimal ECCD position

The algorithm given below uses an iterative approach to compute
the optimal ECCD position and the corresponding feedback control
inputs that satisfy the constraints (36), (37), (38) and (39). At a given
time step 𝑘, the algorithm first considers the set of possible ECCD posi-
tions 𝛺𝑘. For instance, if 𝜌𝑘−1𝑒𝑐 is the ECCD position at time step 𝑘−1 and
𝛿 is the maximum distance the ECCD position can change in the next
time step, then one can define 𝛺𝑘 as 𝛺𝑘 ∶=

[

𝜌𝑘−1𝑒𝑐 − 𝛿, 𝜌𝑘−1𝑒𝑐 , 𝜌𝑘−1𝑒𝑐 + 𝛿
]

.
When 𝛿 is large, more intermediate points in the set 𝛺𝑘 can be con-
sidered. The algorithm now computes the feedback auxiliary powers
using Algorithm 1 for each ECCD position and choose the values
corresponding to the least cost. Since the computations corresponding
to each ECCD position are independent of each other, the optimal
inputs 𝑢∗,𝑘 at time step 𝑘 corresponding to each ECCD position can be
computed simultaneously through parallel computations. As a result,
the algorithm given below is computationally inexpensive.

Algorithm 2: Algorithm for optimization problem
with moving ECCD.
Inputs: 𝜌𝑘−1𝑒𝑐 .
Outputs: 𝑢∗,𝑘, 𝜌∗,𝑘𝑒𝑐 .

1. Define the vector

𝛺𝑘 ∶=

⎧

⎪

⎨

⎪

⎩

[

0, 𝛿
]

if 𝜌𝑘−1𝑒𝑐 = 0,
[

1 − 𝛿, 1
]

if 𝜌𝑘−1𝑒𝑐 = 1,
[

𝜌𝑘−1𝑒𝑐 − 𝛿, 𝜌𝑘−1𝑒𝑐 , 𝜌𝑘−1𝑒𝑐 + 𝛿
]

otherwise.

In the above definition, the term 𝜌𝑘−1𝑒𝑐 rep-
resents the position of the ECCD at the
previous time step.

2. For 𝑖 = 1,… , length of 𝛺𝑘,

(a) Set �̂�𝑘𝑒𝑐 = 𝛺𝑘
𝑖 .

(b) Compute inputs 𝑢∗,𝑘𝑖 with �̂�𝑘𝑒𝑐 using
Algorithm 1. Set 𝐽𝑘𝑖 = 𝑢∗,𝑘𝑖

𝑇
𝑄𝑢∗,𝑘𝑖 .

3. Set 𝑗 such that 𝐽𝑘𝑗 = 𝑚𝑖𝑛𝑖𝐽𝑘𝑖 . Set 𝑢∗,𝑘 = 𝑢∗,𝑘𝑗
and 𝜌∗,𝑘𝑒𝑐 = 𝛺𝑘

𝑗 .
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