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A B S T R A C T

The plasma control systems in next-generation tokamaks like ITER will balance competing control objectives
to achieve the desired level of performance in advanced scenarios while preventing magnetohydrodynamic
instabilities and disruptions. During normal tokamak operation, the points of incidence of the electromagnetic
waves generated by the electron cyclotron heating and current drives (EC H&CDs) are usually fixed in space.
However, the points of incidence can be modified in real-time by changing the angles of the mirrors that reflect
the EC H&CD waves. Altering the points of incidence, in turn, varies the ability of the plasma control system
to regulate a plasma property. For instance, changing the EC H&CD wave incidence location may place the
power demands necessary to achieve a particular plasma target within saturation limits. Therefore, using the
EC H&CD deposition location, which is related to the EC H&CD mirror angle, as a supplementary controllable
variable may facilitate access to a given target scenario. However, active scenario-control algorithms have not
been designed so far to fully exploit this capability in real time. In this work, a model predictive controller
that can handle actuation locations as control inputs is developed. In particular, the controller is designed to
regulate both the auxiliary powers and the EC H&CD deposition locations in a pre-defined optimal sense to
achieve the control objective of attaining and sustaining a target current profile. The proposed controller is
tested for a DIII-D tokamak scenario in nonlinear simulations using the Control Oriented Transport SIMulator
(COTSIM).
1. Introduction

Maintaining the toroidal current density profile at preset levels is
critical in achieving advanced scenarios associated with high bootstrap
current fraction and steady-state operation. In addition, deviation of the
current profile from preset levels can result in the emergence of mag-
netohydrodynamic (MHD) instabilities that can disrupt the confined
plasma. Control strategies that can actively shape the current density
profile to achieve the desired target have been developed over the past
decade. Examples of existing solutions include linear quadratic optimal
control [1–4], model predictive control [5–7], robust control [4,8],
infinite-dimensional control [9–11], passivity-based control [12], back-
stepping control [13], 𝐻∞ control [14], feedback linearization [15,16].
In general, the above cited control strategies determine in real time
the auxiliary heating and current drive (H&CD) powers and/or plasma
current to shape the current profile during the plasma discharge.

The number of H&CD actuators available for current profile regula-
tion and their corresponding saturation bounds define the feasible set
of target current profiles that can be achieved in any given scenario.
However, next-generation tokamaks like ITER and DEMO must handle
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multiple control objectives simultaneously, and the plasma control al-
gorithms in these tokamaks must share the available auxiliary drives to
achieve the desired targets. As a result, the H&CD actuation capability
for current profile regulation is limited not only by the number of
H&CD sources and their saturation bounds but also by their functional-
ities. Thus, it is highly desirable to develop strategies that can increase
the feasible set of the target current profiles and enable better profile
shaping in a given scenario.

One potential solution to increase the current profile shaping ca-
pabilities of the tokamak with a limited actuation capability is to
use moving actuators. Here, the controllers determine the auxiliary
powers and moving positions of the actuators in real time to achieve
the desired target profile [17]. The additional degrees of freedom
provided by the moving actuator positions can potentially make pre-
viously unfeasible profiles now feasible. A control strategy involving
moving actuators clearly requires the availability of specific auxiliary
H&CD sources whose deposition positions can be updated in real-time.
Electron cyclotron heating and current drives (EC H&CDs) generate
electromagnetic waves with frequencies equal to that of the electron
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𝜌

Fig. 1. Tokamak magnetic field lines and flux surfaces illustration.

cyclotron frequency. The resulting electron resonance can be used to
heat the plasma and drive current. Importantly, reflecting mirrors can
be used to control the point of incidence of EC H&CD waves. Since the
angle of the reflecting mirrors can be updated in real-time, a moving
actuator strategy can be implemented when EC H&CDs are available
for current profile control.

Profile control with moving H&CD sources is a relatively unexplored
area of research. A feedback-linearization-based control algorithm has
been proposed in [17] to regulate spatially-moving local properties of
the safety factor profile, such as its minimum value, by using spatially-
moving EC H&CD sources. In this work, a control algorithm based
on model predictive control (MPC) is developed to allocate auxiliary
powers and the EC H&CD deposition locations (the points of incidence
of the waves generated by EC H&CDs) to achieve the desired target
current profile. The advantage of such an algorithm is that it can be
adapted to other profile control problems where varying EC H&CD cur-
rent depositions can be advantageous. Furthermore, algorithms based
on MPC allow easy incorporation of state and actuator constraints and
can be tuned to produce smooth inputs.

This paper is organized as follows. Section 2 derives the linearized-
control-oriented model based on the magnetic diffusion equation. Sec-
tion 3 formulates the MPC algorithm for safety-factor control with
moving EC H&CD sources. The results of numerical simulations are
presented in Section 4. The conclusions of this work and potential
future extensions are discussed in Section 5.

2. Control model derivation

The flux 𝛹 produced by the poloidal magnetic field �̄�𝜃 at any given
location 𝑃 in the tokamak is given by 𝛹 ∶= ∫𝑆 �̄�𝜃 ⋅𝑑�̄�. Here, the term 𝑆
represents the surface enclosed by the loop passing through the point
𝑃 as shown in Fig. 1. Under ideal MHD conditions, regions with equal
magnetic flux, commonly referred to as flux surfaces, form a series
of nested surfaces (Fig. 1). Critical plasma properties like the toroidal
current density, safety factor and plasma pressure are equal on these
flux surfaces. Thus, any parameter that indexes the flux surfaces can
be used as the spatial variable while modeling the dynamics of critical
plasma properties like the current profile. In this work, the normalized
mean effective minor radius, defined as

�̂� ∶=
𝜌
𝜌𝑏

(1)

is used as the indexing parameter. Here, the term 𝜌 is the mean effective
minor radius and is given by

𝜌 ∶=

√

𝛷
𝐵𝜙,0𝜋

, (2)

where 𝛷 and 𝐵𝜙,0 are the toroidal magnetic flux and the (magnitude of
the) toroidal magnetic field at the major radius 𝑅0, respectively. The
term �̂� is computed by normalizing 𝜌 with respect to mean effective
minor radius at the last closed flux surface 𝜌 .
2

𝑏

The toroidal current density at location �̂� and time 𝑡 is defined as

𝑗𝜙(�̂�, 𝑡) ∶= − 1
𝜇0𝜌2𝑏𝑅0�̂�

1
�̂�
𝜕
𝜕�̂�

[

�̂��̂��̂�
𝜕𝜓
𝜕�̂�

]

, (3)

where 𝜓 ∶= 𝛹∕2𝜋 is the poloidal stream function, 𝜇0 is the vacuum
permeability, �̂�, �̂� are the geometric factors that define the plasma
equilibrium. The safety factor, a plasma parameter that characterizes
the pitch of the helical magnetic field and is critical to MHD stability,
is defined as

𝑞(�̂�, 𝑡) ∶= −𝑑𝛷
𝑑𝛹

= −
𝜕𝛷∕𝜕�̂�
𝜕𝛹∕𝜕�̂�

= −
𝐵𝜙,0𝜌2𝑏 �̂�
𝜕𝜓∕𝜕�̂�

. (4)

From (3) and (4), it is clear that the toroidal current density 𝑗𝜙, the
safety factor 𝑞 and the poloidal flux gradient 𝜃 ∶= 𝜕𝜓∕𝜕�̂� are related
to each other. Thus, the regulation of one of these properties can be
reformulated as the regulation of any of the other two. The model for
control design used in this work is derived from the magnetic diffusion
equation (MDE), which is a partial differential equation (PDE) that
governs the evolution of 𝜓 [18]. To simplify the MDE, 0.5𝐷 control-
oriented models for the plasma resistivity 𝜂, non-inductive current 𝑗𝑛𝑖,
electron density 𝑛𝑒 and electron temperature 𝑇𝑒 are used [19]. These
0.5𝐷 equations model the evolution of 𝑛𝑒 and 𝑇𝑒 by using empirical
laws. Closing the MDE with the control-oriented models results in a
PDE of the form

𝜕𝜓
𝜕𝑡

=
(

𝑓1𝜓
′ + 𝑓2𝜓 ′′) 𝑢𝜂 +

𝑛𝑛𝑏
∑

𝑖=1
𝑓𝑛𝑏,𝑖𝑢𝑛𝑏,𝑖

+
𝑛𝑒𝑐
∑

𝑗=1
𝑓𝑒𝑐,𝑗𝑢𝑒𝑐,𝑗 +

𝑓𝑏𝑠
𝜓 ′ 𝑢𝑏𝑠, (5)

subject to the boundary conditions

𝜓 ′
|

|�̂�=0 = 0, 𝜓 ′
|

|�̂�=1 = −𝑘𝐼𝑝𝐼𝑝. (6)

The above control-oriented model was first introduced in [19] and
successfully implemented in [16,17,20]. In the above model, the no-
tation (⋅)′ represents the derivative with respect to the spatial variable
̂. In (5), the terms 𝑓1 and 𝑓2 model the spatial distribution of the flux
diffusion, 𝑓𝑛𝑏 and 𝑓𝑒𝑐 model the spatial effect of NBIs and EC H&CDs, re-
spectively, 𝑓𝑏𝑠 models the spatial distribution of the bootstrap current,
and 𝑘𝐼𝑝 models the effect of the plasma current 𝐼𝑝 on the boundary.
The terms 𝑢𝜂 , 𝑢𝑛𝑏𝑖,𝑖, 𝑢𝑒𝑐,𝑗 , 𝑢𝑏𝑠 are virtual inputs corresponding to the
flux diffusion, 𝑖th NBI, 𝑗th EC H&CD and the bootstrap current, respec-
tively. The assumption is that there are 𝑛𝑛𝑏 NBIs and 𝑛𝑒𝑐 EC H&CDs
available for current profile control, and hence 𝑖 ∈ {1,… , 𝑛𝑛𝑏} and
𝑗 ∈ {1,… , 𝑛𝑒𝑐}. The virtual inputs are defined as

𝑢𝜂 ∶= (𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

−3∕2, (7)

𝑢𝑛𝑏𝑖,𝑖 ∶= (𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

(−3∕2+𝜁𝑛𝑏)�̄�−1𝑒 𝑃𝑛𝑏,𝑖, (8)

𝑢𝑒𝑐,𝑗 ∶= (𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

(−3∕2+𝜁𝑒𝑐 )�̄�−1𝑒 𝑃𝑒𝑐,𝑗 , (9)

𝑢𝑏𝑠 ∶= (𝐼𝛾𝑝𝑃
𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

−1∕2�̄�𝑒 (10)

where 𝑃𝑡𝑜𝑡 and �̄�𝑒 are the total power and line-averaged electron den-
sity, respectively. The terms 𝛾, 𝜖, 𝜁 , 𝜁𝑛𝑏, 𝜁𝑒𝑐 are constants introduced by
scaling laws. Finally, the variables 𝑃𝑛𝑏,𝑖 and 𝑃𝑒𝑐,𝑗 represent the 𝑖th NBI
power and 𝑗th EC H&CD power, respectively. Note that the total power
is related to the NBI and EC H&CD powers as

𝑃𝑡𝑜𝑡 = 𝑃𝑜ℎ𝑚 − 𝑃𝑟𝑎𝑑 +
𝑛𝑛𝑏
∑

𝑖=1
𝑃𝑛𝑏 +

𝑛𝑒𝑐
∑

𝑗=1
𝑃𝑒𝑐 , (11)

where 𝑃𝑜ℎ𝑚 and 𝑃𝑟𝑎𝑑 are the ohmic and radiated power, respectively.
The ohmic and radiated power are calculated using the equations

𝑃𝑜ℎ𝑚 = 𝐶𝑜ℎ𝑚𝑢𝑜ℎ𝑚, (12)

𝑃𝑟𝑎𝑑 = 𝐶𝑟𝑎𝑑𝑢𝑟𝑎𝑑 , (13)
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where 𝐶𝑜ℎ𝑚 and 𝐶𝑟𝑎𝑑 are constants that account for the global plasma
resistance and global radiation losses [21]. On the other hand, 𝑢𝑜ℎ𝑚 and
𝑟𝑎𝑑 are virtual input terms and are defined as

𝑜ℎ𝑚 ∶= 𝐼2−1.5𝛾𝑝 𝑃−1.5𝜖
𝑡𝑜𝑡 �̄�−1.5𝜁𝑒 , (14)

𝑢𝑟𝑎𝑑 ∶= 𝐼0.5𝛾𝑝 𝑃 0.5𝜖
𝑡𝑜𝑡 �̄�

2+0.5𝜁
𝑒 . (15)

n the above model, the effect of spatially moving EC H&CD sources
n the 𝜓 dynamics was not considered. Particularly, the function 𝑓𝑒𝑐,𝑗
orresponds to a default EC H&CD deposition location 𝜌𝑒𝑐,𝑗 . The relation

between the two parameters can be explicitly seen from the equation

𝑓𝑒𝑐,𝑗 (�̂�) = 𝑅0�̂�(�̂�)
(𝑇 𝑝𝑟𝑜𝑓𝑒 (�̂�)(𝑛𝑝𝑟𝑜𝑓𝑒 (�̂�))𝜁 )𝜆𝐸𝐶

𝑛𝑝𝑟𝑜𝑓𝑒 (�̂�)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝑔𝑒𝑐 (�̂�)

𝑗𝑝𝑟𝑜𝑓𝑒𝑐,𝑗 , (16)

where 𝑇 𝑝𝑟𝑜𝑓𝑒 and 𝑛𝑝𝑟𝑜𝑓𝑒 are fixed functions of �̂� arising from the control-
oriented models for 𝑇𝑒 and 𝑛𝑒, respectively, and 𝜆𝐸𝐶 is a constant that
ccounts for the efficiency of the EC H&CDs. The term 𝑗𝑝𝑟𝑜𝑓𝑒𝑐,𝑗 is the
urrent deposition profile of the 𝑗th EC H&CD that is located at 𝜌𝑒𝑐,𝑗 .

To incorporate the EC H&CD moving-deposition-location dynamics, a
shifting current deposition model, first introduced in [17], is used.
Suppose the EC H&CD deposition location varies from 𝜌𝑒𝑐,𝑗 to �̄�𝑒𝑐,𝑗 . The
ew current deposition profile 𝑗𝑝𝑟𝑜𝑓𝑒𝑐,𝑗 is given by

̄𝑝𝑟𝑜𝑓
𝑒𝑐,𝑗 (𝜌𝑒𝑐,𝑗 , �̂�) ∶= 𝑗𝑝𝑟𝑜𝑓𝑒𝑐,𝑗 (�̂� + �̄�𝑒𝑐,𝑗 − 𝜌𝑒𝑐,𝑗 ). (17)

Incorporating the new shifting current deposition profile into (16)
results in a new function 𝑓𝑒𝑐,𝑗 that depends on both the spatial variable
̂ and the EC H&CD deposition location 𝜌𝑒𝑐,𝑗 . Replacing 𝑓𝑒𝑐,𝑗 with 𝑓𝑒𝑐,𝑗
in the MDE (5) and taking the derivative with respect to spatial variable
̄ results in a partial differential equation (PDE) of the form

𝜕𝜃
𝜕𝑡

=
(

ℎ𝜂,1𝜃
′′ + ℎ𝜂,2𝜃′ + ℎ𝜂,3𝜃

)

𝑢𝜂 +
𝑛𝑛𝑏
∑

𝑖=1
ℎ𝑛𝑏,𝑖𝑃𝑛𝑏,𝑖

+
𝑛𝑒𝑐
∑

𝑗=1
ℎ𝑒𝑐,𝑗 (𝜌𝑒𝑐,𝑗 )𝑃𝑒𝑐,𝑗 +

(ℎ𝑏𝑠,1
𝜃

− ℎ𝑏𝑠,2
𝜃′

𝜃2

)

𝑢𝑏𝑠, (18)

where the fixed spatial profiles are given by ℎ𝜂,1 = 𝑓2, ℎ𝜂,2 = 𝑓1 + 𝑓 ′
2,

ℎ𝜂,3 = 𝑓 ′
1, ℎ𝑏𝑠,1 = 𝑓 ′

𝑏𝑠, ℎ𝑏𝑠,2 = 𝑓𝑏𝑠. The terms ℎ𝑛𝑏,𝑖, ℎ𝑒𝑐,𝑗 (𝜌𝑒𝑐,𝑗 ), on the other
hand, are functions of the spatial variable �̂� and time 𝑡, and they are
given by

ℎ𝑛𝑏,𝑖 = 𝑓 ′
𝑛𝑏,𝑖 × (𝐼𝛾𝑝𝑃

𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

(−3∕2+𝜁𝑛𝑏)�̄�−1𝑒 , (19)

ℎ𝑒𝑐,𝑗 (𝜌𝑒𝑐,𝑗 ) = 𝑓 ′
𝑒𝑐,𝑗 (𝜌𝑒𝑐,𝑗 , ⋅) × (𝐼𝛾𝑝𝑃

𝜖
𝑡𝑜𝑡�̄�

𝜁
𝑒 )

(−3∕2+𝜁𝑒𝑐 )�̄�−1𝑒 . (20)

Since the EC H&CD deposition locations are allowed to vary, the terms
𝜌𝑒𝑐,𝑗 in (18) are functions of time 𝑡. The Neumann boundary conditions
given in (6) become Dirichlet boundary conditions of the form

𝜃(0, 𝑡) = 0, 𝜃(1, 𝑡) = −𝑘𝐼𝑝𝐼𝑝. (21)

To simplify the governing equation, a finite difference scheme is
implemented. An uniform grid of 𝑁 + 1 spatial nodes at �̂�0,… , �̂�𝑁 and

+1 temporal nodes at 𝑡0,… , 𝑡𝑀 are considered in the spatial domain
[0, 1] and time domain [𝑡0, 𝑡𝑒𝑛𝑑 ], respectively. Evaluating the PDE (18)
at the interior nodes (�̂�1,… , �̂�𝑁−1 and 𝑡1,… , 𝑡𝑀−1) and using the central
finite difference approximations for first and second order derivatives
results in a difference equation of the form

𝒛𝑘+1 = 𝑓 (𝑘, 𝒛𝑘, 𝒖𝑘,𝝆𝑒𝑐,𝑘), (22)

where

𝒛𝑘 = [𝜃(�̂�1, 𝑡𝑘),… , 𝜃(�̂�𝑁−1, 𝑡𝑘)]𝑇 , (23)

𝒖𝑘 = [𝑷 𝑛𝑏(𝑡𝑘)𝑇 ,𝑷 𝑒𝑐 (𝑡𝑘)𝑇 , 𝐼𝑝(𝑡𝑘)]𝑇 , (24)

𝑷 𝑛𝑏(𝑡𝑘) = [𝑃𝑛𝑏,1(𝑡𝑘),… , 𝑃𝑛𝑏,𝑛𝑛𝑏 (𝑡𝑘)]
𝑇 , (25)
𝑇

3

𝑷 𝑒𝑐 (𝑡𝑘) = [𝑃𝑒𝑐,1(𝑡𝑘),… , 𝑃𝑒𝑐,𝑛𝑒𝑐 (𝑡𝑘)] , (26) t
𝝆𝑒𝑐,𝑘 = [𝜌𝑒𝑐,1(𝑡𝑘),… , 𝜌𝑒𝑐,𝑛𝑒𝑐 (𝑡𝑘)]
𝑇 . (27)

The above model is further simplified by fixing the EC H&CD deposition
locations at �̄�𝑒𝑐 and linearizing the nonlinear function 𝑓 around a
reference trajectory (𝒛𝑟𝑒𝑓 , 𝒖𝑟𝑒𝑓 ). The resulting linear equation has the
form

𝛿𝒛𝑘+1 = 𝐴𝑘𝛿𝒛𝑘 + 𝐵𝑘,�̄�𝑒𝑐 𝛿𝒖𝑘, (28)

where 𝛿𝒛𝑘 = 𝒛𝑘 − 𝒛𝑟𝑒𝑓 ,𝑘, 𝛿𝒖𝑘 = 𝒖𝑘 − 𝒖𝑟𝑒𝑓 ,𝑘,

𝐴𝑘 =
𝜕𝑓
𝜕𝒛𝑘

|

|

|

|(𝒛𝑟𝑒𝑓 ,𝑘 ,𝒖𝑟𝑒𝑓 ,𝑘)
, 𝐵𝑘,�̄�𝑒𝑐 =

𝜕𝑓
𝜕𝒖𝑘

|

|

|

|(𝒛𝑟𝑒𝑓 ,𝑘 ,𝒖𝑟𝑒𝑓 ,𝑘)
. (29)

he above linear equation is imposed as a linear constraint in the
PC problem formulation. Note that the above linear equation assumes

hat the EC H&CD deposition location is fixed at �̄�𝑒𝑐 . This assumption
implifies the model derivation and MPC problem formulation. The
C H&CD deposition locations are updated by the controller using an
terative approach as discussed in Section 3. The controller must also
ccount for the constraint on total power that is given by (11). This
onstraint can be written as a nonlinear equation of the form

𝑡𝑜𝑡,𝑘 = 𝑔
(

𝑘, 𝒖𝑘, 𝑃𝑡𝑜𝑡,𝑘
)

, (30)

here 𝑃𝑡𝑜𝑡,𝑘 = 𝑃𝑡𝑜𝑡(𝑡𝑘). For easier MPC implementation, this nonlinear
quation is also linearized around a reference trajectory (𝒖𝑟𝑒𝑓 , 𝑃𝑡𝑜𝑡,𝑟𝑒𝑓 ).
he resulting linear equation has the form

𝑘𝛿𝑃𝑡𝑜𝑡,𝑘 + 𝒔𝑇𝑘 𝛿𝒖𝑘 = 0 (31)

with 𝑟𝑘 ∈ R, 𝒔𝑘 ∈ R𝑛𝑛𝑏+𝑛𝑒𝑐+1, 𝛿𝑃𝑡𝑜𝑡,𝑘 = 𝑃𝑡𝑜𝑡,𝑘 − 𝑃𝑡𝑜𝑡,𝑘,𝑟𝑒𝑓 .

3. Control problem-formulation and design

The model predictive controller solves a finite horizon optimal
control problem (FHOCP) at each time step. Traditional MPC algo-
rithms may not achieve perfect tracking in the presence of plant/model
mismatch. To overcome this limitation, the MPC problem is formulated
in velocity form [22] in this work, i.e., the cost function and constraints
are defined in terms of state and input increments.

The variations of the EC H&CD deposition locations also introduce
another layer of complexity into the MPC problem. To simplify the
problem, the MPC problem is first formulated for fixed EC H&CD
deposition locations based on the linear model (28). Then an itera-
tive algorithm is wrapped around the MPC algorithm to compute the
optimal EC H&CD deposition locations at each time step. Suppose a
target 𝒛𝑡𝑎𝑟,𝑘 is given. Define 𝛿𝒛𝑡𝑎𝑟,𝑘 ∶= 𝒛𝑡𝑎𝑟,𝑘 − 𝒛𝑟𝑒𝑓 ,𝑘. The MPC problem
is formulated as follows: at any given time step 𝑡𝑘,

min
𝑈𝑘∈𝑘

𝑘+𝐿
∑

𝑗=𝑘
(𝛿𝒛𝑗 − 𝛿𝒛𝑡𝑎𝑟,𝑗 )𝑇𝑄(𝛿𝒛𝑗 − 𝛿𝒛𝑡𝑎𝑟,𝑗 ) + 𝛿𝒖𝑇𝑗 𝑅𝛿𝒖𝑗

such that (28) and (31) hold. In the above formulation, 𝐿 represents
the horizon length over which the FHOCP is solved, 𝑈𝑘 is the input
rajectory matrix defined as 𝑈𝑘 ∶=

[

𝛿𝒖𝑘,… 𝛿𝒖𝑘+𝐿
]𝑇 , 𝑘 is set of feasible

input trajectories. The set 𝑘 incorporates only the inputs that are
ithin the physical bounds (such as saturation limits and rates) of the
ctuators. To formulate the same problem in the velocity form, the
ncrement terms are defined as

𝛥𝒛𝑘 ∶= 𝛿𝒛𝑘 − 𝛿𝒛𝑘−1, (32)

𝒛𝑡𝑎𝑟,𝑘 ∶= 𝛿𝒛𝑡𝑎𝑟,𝑘 − 𝛿𝒛𝑡𝑎𝑟,𝑘−1, (33)

𝛥𝒖𝑘 ∶= 𝛿𝒖𝑘 − 𝛿𝒖𝑘−1, (34)

𝛥𝑈𝑘 ∶= 𝑈𝑘 − 𝑈𝑘−1, (35)

𝛥𝑃𝑡𝑜𝑡,𝑘 ∶= 𝛿𝑃𝑡𝑜𝑡,𝑘 − 𝛿𝑃𝑡𝑜𝑡,𝑘−1. (36)

urthermore, the difference in the linearized model terms between
ny two consecutive time steps, namely 𝐴𝑘−1, 𝐵𝑘−1, 𝑟𝑘−1, and 𝑠𝑘−1 at
ime 𝑡 and 𝐴 , 𝐵 , 𝑟 , and 𝑠 at time 𝑡 , respectively, is assumed
𝑘−1 𝑘 𝑘 𝑘 𝑘 𝑘



Fusion Engineering and Design 192 (2023) 113796S.T. Paruchuri et al.

𝑞

t
f

𝛥

s

𝛥

𝑟

h
f
M
l

c
w
t
𝜌
c
b
s
o
t
l
o

Fig. 2. Safety factor comparisons of fixed and varying EC H&CD deposition locations cases — top right: 𝑞(�̂� = 0.15, ⋅), top left: 𝑞(�̂� = 0.3, ⋅), bottom right: 𝑞(�̂� = 1, ⋅), bottom left:
(⋅, 𝑡 = 4).
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o be negligible. The velocity form of the MPC problem can now be
ormulated as follows: at each time step 𝑡𝑘,

min
𝑈𝑘∈𝛥𝑘

𝑘+𝐿
∑

𝑗=𝑘
(𝛥𝒛𝑗 − 𝛥𝒛𝑡𝑎𝑟,𝑗 )𝑇𝑄(𝛥𝒛𝑗 − 𝛥𝒛𝑡𝑎𝑟,𝑗 ) + 𝛥𝒖𝑇𝑗 𝑅𝛥𝒖𝑗 ,

uch that

𝒛𝑖+1 = 𝐴𝑖𝛥𝒛𝑖 + 𝐵𝑖,�̄�𝑒𝑐𝛥𝒖𝑖, (37)

𝑖𝛥𝑃𝑡𝑜𝑡,𝑖 + 𝒔𝑇𝑖 𝛥𝒖𝑖 = 0 (38)

old for 𝑖 = 𝑘,… , 𝑘 + 𝐿 − 1. Note that the set 𝛥𝑘 now consists of
easible input increments rather than feasible input trajectories. This
PC problem can be solved using quadratic programming algorithms

ike sequential quadratic programming and active-set methods [23].
To incorporate the EC H&CD deposition locations’ variation into the

ontrol algorithm, the above MPC problem is solved multiple times
ith varying EC H&CD deposition location combinations. Suppose

he EC H&CD deposition locations at time step 𝑘 − 1 are given by
𝑒𝑐,1,… , 𝜌𝑒𝑐,𝑛𝑒𝑐 . Let 𝛺 be the set of possible positions that EC H&CDs
an take at the next time step. For instance, if there are 2 EC H&CDs
oth at �̆�𝑒𝑐 and if the EC H&CDs can take 3 positions at the next time
tep (say �̆�𝑒𝑐 −𝛿, �̆�𝑒𝑐 , �̆�𝑒𝑐 +𝛿 for some constant 𝛿), then the set 𝛺 consists
f 9 possible combinations of the EC H&CD deposition locations. Note
hat the MPC problems corresponding to different EC H&CD deposition
ocation combinations differ only in the value of 𝐵�̄�𝑒𝑐 . To determine the
4

ptimal EC H&CD deposition location, the MPC problem corresponding s
o each element in 𝛺 (each combination of potential EC H&CD depo-
ition locations) is solved and the EC H&CD deposition locations and
nputs corresponding to the least cost function value are selected. Note
hat the assumption is that the EC H&CD deposition locations across the
orizon length of the MPC problem are fixed. The proposed algorithm
rovides a straightforward method for incorporating EC positions as
controllable variable into existing MPC algorithms. Furthermore, by

electing a feasible set of EC positions 𝛺 at each time step, the proposed
ethod inherently accounts for constraints on the rate of change of EC
irror angles. In addition, since the MPC problems corresponding to
ifferent elements of the set 𝛺 are independent, the algorithm allows
or implementing parallel computing techniques to reduce computation
ime. Alternative approaches can rely on incorporating EC positions as
ontrollable variables and optimizing both the EC powers and the EC
ositions simultaneously. However, treating EC positions as continuous
ariables would demand the incorporation of the mirror angle bounds
nd rate-of-change limits into the problem. On the other hand, if EC
eposition locations are treated as discrete variables, such as in this
ork, simultaneous EC power and position optimization would require

he implementation of a hybrid MPC. Furthermore, it might not be
ossible to exploit parallel computing in a simultaneous optimization
pproach since the deposition locations are coupled with the dynamics.
espite the above-mentioned points, simultaneous optimization might
e more computationally efficient than the proposed algorithm in

cenarios with many EC H&CDs.
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Fig. 3. Inputs of fixed EC H&CD deposition locations case — top right: 𝑃𝑛𝑏,𝑖 , 𝑖 ∈ {1, 2, 3, 4}, top left: 𝑃𝑛𝑏,𝑖 , 𝑖 ∈ {5, 6, 7, 8}, bottom right: 𝑃𝑒𝑐,𝑖 , 𝑖 ∈ {1, 2}, bottom left: 𝐼𝑝.
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. Performance assessment via nonlinear numerical simulations

The proposed control algorithm was tested for a DIII-D tokamak
cenario in the Control-Oriented Transport Simulator (COTSIM) [24].
he simulator used the 1D magnetic diffusion equation and the heat
ransport equation based on the Bohm/Gyro-Bohm transport model to
imulate the plasma dynamics. The DIII-D configuration of shot 147634
as used in the simulations. A total of 8 NBIs and 2 EC H&CD clusters
ere utilized during the simulations. Of the 8 NBIs, NBI1, NBI2, NBI7,
BI8 were on-axis co-current NBIs, NBI3, NBI4 were off-axis co-current
BIs, and NBI5, NBI6 were counter-current NBIs. The saturation limits
f the NBIs and EC H&CDs were 3 MW and 3.5 MW, respectively. The
orizon length of the MPC was selected as 3 time steps. The safety
actor values at three locations (�̂� = 0.15, 0.3, 1) were regulated by
he controller. The controller was active between 2 and 5.8 s. Two
ifferent test cases were simulated. In the first case, the EC H&CD
eposition locations were assumed to be fixed at �̂� = 0.5. This test
ase was considered to contrast the simulation results with the second
ase, where the EC H&CD deposition locations were allowed to vary
hen the controller was active. In the second case, the 𝑖th EC H&CD
as allowed to take one of the three possible positions 𝜌𝑒𝑐,𝑘−1,𝑖 − 0.01,
𝑒𝑐,𝑘−1,𝑖, 𝜌𝑒𝑐,𝑘−1,𝑖 + 0.01 at each time step, where 𝜌𝑒𝑐,𝑘−1,𝑖 is the 𝑖th
C H&CD deposition location at the previous time-step (𝑖 = 1, 2). In
he simulations, the time-step increments were fixed at 0.02 s, i.e., 𝑡𝑘 −
𝑘−1 = 0.02 s.

Fig. 2 shows the safety factor values achieved during the closed-loop
feedforward + feedback) simulations of the two test cases. The figure
5

i

ndicates that the controller was not able to achieve the desired target
n the first case. The controller drives the closed-loop trajectory towards
he target at �̂� = 0.15, 0.3, 1. However, perfect tracking is never achieved
t �̂� = 0.15, 0.3. In fact, a steady-state error can be observed after 2.5 s
t these two control points. On the other hand, the figure indicates that
he controller is able to track the target without any steady-state error
n the second test case, thus demonstrating the benefits of incorporating
oving sources in certain scenarios. Fig. 2 also shows that the entire

afety-factor profile at 𝑡 = 4 s. A significant difference in the safety-
actor profile between the two test cases can be observed in the core.
n the first case, the safety-factor profile at 𝑡 = 4 s is monotonically
ncreasing. On the other hand, the safety-factor profile in the second
ase has a reversed magnetic shear shape that is much closer to the
arget.

The input trajectories generated by the controller in the first and
econd cases, shown in Figs. 3 and 4, respectively, indicate the potential
easons for the difference in the controller performance. For instance,
s shown in Fig. 3, the controller almost completely saturates the
urrent drives when the controller is active in the first case. Thus, the
pper and lower bounds on the actuators’ powers prevent the controller
rom attaining the safety-factor target values shown in Fig. 2 when
he EC H&CD deposition locations are fixed. On the contrary, such
xtensive saturation of all the current drives does not occur when the
ontroller determines the EC H&CD deposition locations in real-time
Fig. 4). The two figures also indicate that the plasma current in both
ases follows a similar trajectory. Additionally, in both cases, a spike

n the NBI and EC H&CD powers can be observed immediately after
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Fig. 5. The EC H&CD deposition locations (𝜌𝑒𝑐,1, 𝜌𝑒𝑐,2) determined by the controller in
he second case.

ontroller activation. This sudden increase in power is because the
rror between the target and actual states at the interior control points
�̂� = 0.15, 0.3) is maximum at the instance of controller activation, and
he controller is saturating the inputs to attain the target. However,
6

nce the target is reached in the second case, the controller is able
o modulate the auxiliary drive powers to maintain the target. On the
ther hand, the target is never achieved in the first case, as emphasized
arlier.

Fig. 5 illustrates the EC H&CD deposition locations determined by
he controller in the second case. Once the controller is activated,
he EC H&CD deposition locations are adapted to achieve the desired
afety-factor target. For this particular scenario, the deposition loca-
ions of both the EC H&CDs 𝜌𝑒𝑐,1 and 𝜌𝑒𝑐,2 follow a similar trajectory.
nother important aspect to note here is that the inputs shown in Fig. 4
re smooth without high-frequency chatter even when the EC H&CD
eposition locations shown in Fig. 5 are varying.

. Conclusion

This work presents an MPC-based algorithm for safety-factor con-
rol that prescribes the auxiliary drive powers, plasma current, and
C H&CD deposition locations simultaneously. A control-oriented lin-
ar model that incorporates EC H&CD deposition location dynamics is
erived. Then, the MPC problem is formulated for the case when the EC
eposition locations are fixed. An iterative algorithm is then wrapped
round the traditional (fixed deposition location) MPC algorithm to
etermine the optimal EC H&CD deposition locations. Simulations
ased on response models more complex than those used for con-
rol synthesis illustrate that the control algorithm is able to robustly
chieve the desired target while simultaneously allocating auxiliary
rive powers, plasma current, and the EC H&CD deposition locations.
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Furthermore, the input trajectories are smooth even when the EC H&CD
deposition locations are varied. Future work can involve incorporating
more sophisticated models for EC H&CD dynamics, optimizing the
proposed algorithm for computational efficiency using parallel comput-
ing techniques, and exploring other MPC techniques for simultaneous
optimization of both the current drive powers and EC positions.
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