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Abstract— Advanced tokamak scenarios can achieve optimal
tokamak operation by shaping the plasma internal profiles
through the use of noninductive heating and current sources.
As a result of the dynamic complexities, active control of the
power of each noninductive heating and current source, a non-
negative value, may be necessary to achieve the desired tokamak
performance. However, due to the inherent physical limitations,
arbitrary power prescription by the controller may saturate
the heating and current drives. Therefore, it is highly desirable
to develop a class of active control algorithms that account
for the saturation limits of these actuators. A Lyapunov-based
nonlinear feedback control algorithm that intrinsically accounts
for saturation limits is proposed in this work to regulate the
spatial distribution of the toroidal current density in the toka-
mak. The controller does not rely on constrained optimization
techniques, which can be computationally expensive for real-
time implementation. Furthermore, the controller can handle
nonsymmetric saturation limits, i.e., the absolute values of the
upper and lower saturation limits do not have to be equal.
The effectiveness of the control algorithm is demonstrated for
a DIII-D tokamak scenario in nonlinear simulations.

I. INTRODUCTION

A plasma is a hot ionized gas composed of positively
charged ions and negatively charged electrons. Since their
composition comprises charged particles, external electric
and magnetic fields can affect their behavior. Tokamaks
are torus-shaped devices that use helical magnetic fields
to confine the plasma at temperatures above ten times the
sun’s core temperature [1]. At these temperatures, ions
possess enough kinetic energy to overcome the Coulombic
forces of repulsion when they collide, and consequently
they combine to form a larger nucleus. Such a reaction
releases a large amount of energy and is called nuclear
fusion. The primary emphasis of tokamak research is to de-
velop economically sustainable means of energy production
through nuclear fusion. Stable operation of tokamaks with
steady plasma confinement is necessary to achieve nuclear
fusion with high fusion gain, the ratio of energy produced
through fusion to the input energy. Such tokamak operating
conditions require maintaining several plasma properties at
predetermined optimal levels. Deviation from these optimal
levels can result in magnetohydrodynamic instabilities that
can deteriorate or terminate plasma confinement. One such
plasma parameter is the current flowing toroidally in the
plasma, which is a continuous function of space and time,
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and its spatial variation results in what is referred to as the
“current profile.” Due to the model uncertainties and process
noise, feedforward control of the current profile may not be
sufficient in certain tokamak scenarios. In such cases, it may
be necessary to implement active feedback control of the
current profile.

Conventionally, noninductive current sources are used for
extended tokamak operation in advanced tokamak (AT) sce-
narios. Such sources include neutral beam injector (NBI),
electron cyclotron heating and current drive (ECH&CD). In
this work, NBI and ECH&CD are considered controllable
inputs during the controller synthesis. The implementation
of control strategies without consideration of physical limits
can potentially saturate the power of these sources.

In the last decade, researchers have extensively studied
model-based current profile control using noninductive cur-
rent drives. The feedback control methods used in the exist-
ing literature include proportional–integral–derivative (PID)
control and its variants, where control models are used to
define the state errors and PID gains, [2], backstepping
control [3], passivity based control [4], and optimal feed-
back control (linear-quadratic regulator - LQR and linear-
quadratic-integral control - LQI) [5], [6]. Before design-
ing a finite-dimensional controller, the control models are
discretized spatially in the above-cited literature. Alterna-
tively, infinite-dimensional controllers with certain simpli-
fying assumptions are presented in [7]. A bulk of these
references do not account for saturation constraints of the
noninductive current drives. One can potentially use an anti-
windup or anti-saturation compensator to avoid integrator
windup and prevent saturation of actuators. However, such
compensators handle saturation a posteriori to the control
block and are primarily effective only when the control
algorithm includes integral action. On the other hand, one
can consider the saturation limits in model predictive con-
trol (MPC) [8] or optimization-based feedback linearization
control (which uses optimization to achieve nonlinearity
cancellation) [9], [10]. In MPC, a finite horizon optimal
control problem (FHOCP) is solved at each time step. Due to
the high computational cost of solving the FHOCP, model
simplification measures like linearization may be required
to make experimental implementation feasible. Likewise, an
optimization-based feedback linearization controller solves a
finite-dimensional optimization problem at each time step.
In some tokamak scenarios, the computational cost can be
too high for plasma control applications. Therefore, imple-
menting a nonlinear feedback control technique that implic-
itly considers the actuator constraints while avoiding the
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Fig. 1: Illustration of magnetic fields in a tokamak.

computational burden associated with real-time optimization
can be advantageous for controlling the current profile using
noninductive current drives.

This paper presents a nonlinear Lyapunov-based feedback
controller that inherently accounts for the nonsymmetric
saturation limits of each actuator. In particular, the proposed
controller does not require solving any optimization prob-
lem, which significantly reduces computational complexity.
The controller proposed in this work can be considered
as an extension of the modified Sontag’s controller [11],
which is designed to control a specific class of nonlinear
systems while accounting for saturation limits. The primary
difference between the cited reference and this work is that
the controller proposed in the literature ensures that the
input vector’s norm is bounded from above by a constant.
However, it does not place any bounds on individual input
values. Choosing the minimum of the actuators’ saturation
limits as the upper bound can prevent saturation of all the
inputs. However, such a selection constrains the controller ca-
pabilities. Furthermore, the controllers in the cited literature
cannot be implemented in cases where the saturation limits
are not symmetrical, i.e., the absolute value of the upper
and lower saturation limits are not equal. In contrast, the
controller proposed in this work ensures that each individual
input is bounded from below and above by the lower and
upper saturation limits, respectively.

This paper is organized as follows. Section II details the
control-oriented plasma model that will be used for control
synthesis. In particular, the section describes the assumptions
and the tokamak’s setting required for implementing the
controller. Section III rigorously goes over the steps involved
in the control design. Section IV presents some nonlinear
simulation results. The conclusion of this work and potential
future work are given in Section V.

II. PLASMA MODEL

The helical magnetic field B̄ in a tokamak is made up
of the toroidal and the poloidal magnetic fields, B̄φ and B̄θ,
that are generated by the toroidal and the poloidal field coils,
respectively (refer to Figure 1). The poloidal magnetic flux
at any given point P in the tokamak is defined as Ψ :=∫
S
B̄θ · dS̄. The term S is the toroidal surface normal to the

axis z and is formed by the circle passing through the point P
(refer to Figure 1). Under ideal MHD conditions, the poloidal
magnetic flux surfaces (set of points with constant poloidal
magnetic flux) form nested surfaces as shown in Figure 1.
Any term that indexes the flux surfaces can be used as a
spatial variable while modeling the plasma dynamics. In this
work, the normalized mean effective minor radius ρ̂ ∈ [0, 1]
is used as the spatial variable. It is crucial to understand that
ρ̂ is not a measure of tokamak’s radius in the conventional
sense. Note that the axial symmetry assumption along with
the nested magnetic flux surfaces reduce the dimension of the
spatial variable from three to one. By definition, the spatial
variable ρ̂ is given by ρ̂ := ρ/ρb. The term ρ is the mean
effective minor radius and is defined as ρ :=

√
Φ/Bφ,0π,

where Φ is the toroidal magnetic flux, and Bφ,0 is the vacuum
toroidal magnetic field at the major radius R0. The term ρb
in the definition of ρ̂ is the mean effective minor radius at
the last closed magnetic flux surface. The toroidal current
density jtor is defined as

jtor(ρ̂, t) := − 1

µ0ρ2
bR0Ĥ

1

ρ̂

∂

∂ρ̂

(
ρ̂ĜĤ

∂ψ

∂ρ̂

)
. (1)

In the above equation, the terms t and µ0 are the time
and vacuum permeability, respectively. The terms Ĝ, Ĥ are
functions of the spatial variable ρ̂ and depend on the plasma
shape. It is clear from the above definition that jtor depends
on the gradient of poloidal stream function ψ := Ψ/2π.
Thus, controlling the gradient of the poloidal stream function
is equivalent to regulating the toroidal current density.

The magnetic diffusion equation [12] is given by

∂ψ

∂t
=

η

µ0ρ2
b F̂

2

1

ρ̂

∂

∂ρ̂

(
ρ̂Dψ

∂ψ

∂ρ̂

)
+R0Ĥηjni, (2)

and the corresponding boundary conditions are

∂ψ

∂ρ̂

∣∣∣∣
ρ̂=0

= 0,
∂ψ

∂ρ̂

∣∣∣∣
ρ̂=1

= − µ0

2π

R0

Ĝρ̂=1Ĥρ̂=1︸ ︷︷ ︸
kIp

Ip. (3)

In the above equation, the terms Ip, η and jni are the
plasma current, plasma resistivity and non-inductive current,
respectively. The term F̂ is a function of the spatial variable
ρ̂ and depends on the plasma shape. The function Dψ of
ρ̂ is defined as Dψ := F̂ ĜĤ . Both plasma resistivity
η and noninductive current jni exhibit complex dynamics
that require high-fidelity models. However, consideration of
such models makes the controller design complex, if not
impossible. As a result, control-oriented models developed
in [13] are used to model η and jni in this work. The control-
oriented model for η assumes that the electron-temperature
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in the tokamak evolves as the product of time-varying scalar
and a fixed basis function. It is given by

η = ZeffkspT
−3/2
e ≈ gη × (IγpP

ε
totn̄

ζ
e)
−3/2, (4)

where Zeff , ksp and Te are the effective atomic number of
the plasma ions, a fixed spatial profile (function of ρ̂) and the
electron temperature, respectively. The terms gη is a function
of ρ̂, Ptot is the total power, and n̄e is the line-average
electron density. In addition, the terms γ, ε and ζ are constant
coefficients of the proposed scaling law. The control-oriented
model for noninductive current jni is given by

ηjni ≈
NNBI∑
i=1

gNBI,i × (IγpP
ε
totn̄

ζ
e)(−3/2+εNBI )n̄−1

e PNBI,i

+ gEC × (IγpP
ε
totn̄

ζ
e)(−3/2+εEC)n̄−1

e PEC

+ (∂ψ/∂ρ̂)−1gBS × (IγpP
ε
totn̄

ζ
e)−1/2n̄e.

(5)

In the above equation, the terms gNBI,i, gEC , and gBS are
function of ρ̂ and account for the current deposition profiles
of the neutral beam injector, electron cyclotron current and
bootstrap current, respectively. The effect of the noninductive
current drive on the plasma dynamics is captured by the
above model. In this work, the tokamak is assumed to have
NNBI NBIs and one ECH&CD. The terms PNBI,i and PEC
correspond to the NBI and ECH&CD powers, respectively.
Note that the bootstrap current is a self-generated current that
is caused by the pressure gradient in the tokamak. The effect
of the bootstrap current on the plasma dynamics is nonlinear.
The constants εNBI , εEC are the NBI and ECH&CD scaling
coefficients, respectively.

In the context of this paper, the noninductive powers
PNBI,1, . . . , PNBI,NNBI

, PEC are considered the control-
lable inputs, i.e., they are prescribed by the current profile
controller designed in the following section. On the other
hand, the plasma current IP , the line-average electron density
n̄e, and the total power Ptot are considered prescribed terms.
Note that the total power Ptot is given by the expression

Ptot =

NNBI∑
i=1

PNBI,i + PEC +

No∑
j=1

Pj , (6)

where Pj corresponds to the power injected by No addi-
tional actuators that are tuned to heat the plasma instead
of driving a net current. As a result, these actuators are
not included in the model for noninductive current given
in (5). Typically, the value of Ptot is prescribed by a separate
controller to track a reference plasma β (ratio of the kinetic
pressure to the magnetic pressure). Once the plasma β
controller and the current profile controller prescribe Ptot and
PNBI,1, . . . , PNBI,NNBI

, PEC , respectively, the assumption
is that a separate algorithm allocates the values of No heating
actuators’ powers such that the constraint given in (6) is
satisfied. However, the design of the plasma β controller
and heating actuator power allocation algorithm is beyond
the scope of the current work.

Generally, the target for current profile control is given
in terms of the gradient of the poloidal stream function
or its related quantities. Hence, it is beneficial to work

with a model for control design that defines the evolution
of the poloidal flux gradient θ, which is defined as θ :=
∂ψ
∂ρ̂ . Introducing the models for plasma resistivity (4) and
noninductive current (5) in (2) and taking the derivative
with respect to the spatial variable ρ̂ results in the partial
differential equation (PDE)

θ̇ =
(
hη,1θ

′′ + hη,2θ
′ + hη,3θ

)
uη + hECuEC

+

NNBI∑
i=1

hNBI,iuNBI,i +

(
hBS,1

1

θ
− hBS,2

θ′

θ2

)
uBS

(7)

with the boundary conditions

θ(0) = 0, θ(1) = −kIpIp. (8)

The notations ˙(·) and (·)′ in the above expressions represents
the first derivative with respect to the time t and spatial
variable ρ̂. In the above PDE, the terms hη,1, hη,2, hη,3,
hNBI,i, hEC , hBS,1 and hBS,2 are functions of ρ̂ and are
defined as

hη,1 :=
1

µ0ρ2b

gη

F̂ 2
Dψ ,

hη,2 :=
1

µ0ρ2b

[(
gη

F̂ 2

)′
Dψ +

gη

F̂ 2

(
Dψ

ρ̂
+ 2D′ψ

)]
,

hη,3 :=
1

µ0ρ2b

[(
gη

F̂ 2

)′ (Dψ
ρ̂

+D′ψ

)
+
gη

F̂ 2

(
D′ψ ρ̂−Dψ

ρ̂2

)]
,

hNBI,i := R0 × (Ĥ × gNBI,i)′, hEC := R0 × (Ĥ × gEC)′,

hBS,1 := R0 × (Ĥ × gBS)′, hBS,2 := R0 × Ĥ × gBS .

The terms uη , uNBI,i, uEC and uBS in the PDE shown in
(7) are functions of time t and are defined as

uη := (IγpP
ε
totn̄

ζ
e)
−3/2, uBS := (IγpP

ε
totn̄

ζ
e)
−1/2n̄e, (9)

uNBI,i := (IγpP
ε
totn̄

ζ
e)

(−3/2+ζNBI )n̄−1
e PNBI,i, (10)

uEC := (IγpP
ε
totn̄

ζ
e)

(−3/2+ζEC)n̄−1
e PEC . (11)

One can consider the above terms as virtual inputs as
opposed to the actual physical inputs PNBI,i and PEC .

Before deriving the error equations, the PDE given in (7)
is approximated using a finite difference scheme. The spatial
variable ρ̂ is discretized with N +1 nodes (ρ̂0, . . . , ρ̂N ) with
a constant step size of ∆ρ̂ = 1/N . The first and second order
derivatives are approximated using the relations

θ′i(t) =
θi+1(t)− θi−1(t)

2∆ρ̂
, θ′′i (t) =

θi+1(t) + θi−1(t)− 2θi(t)

2∆ρ̂2
.

where θi(t) = θ(ρ̂i, t). Using the above approximations for
the derivatives in the PDE given in (7) results in the finite-
dimensional ordinary differential equation (ODE)

θ̇(t) = Gη(θ, t)uη +Gauxuaux +GBS(θ, t)uBS , (12)

where θ(t) = [θ(ρ̂1, t), . . . , θ(ρ̂N−1, t)]
T , uaux =

[uNBI,1, . . . , uNBI,NNBI
, uEC ]T , and the mth row of the

terms Gη(θ, t), Gaux, GBS(θ, t) are given by

Gη,m(θ, t) = αmθm−1 + βmθm+1 + γmθm, (13)
Gaux,m = [hmNBI,1, . . . , h

m
NBI,NNBI

, hmEC ], (14)

GBS,m(θ, t) =
hmBS,1
θm

−
hmBS,2
θ2
m

θm+1 − θm−1

2∆ρ̂
(15)
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with αm = h13(ρ̂m) − 2h11(ρ̂m)
∆ρ̂2 , βm = h11(ρ̂m)

∆ρ̂2 + h12(ρ̂m)
2∆ρ̂ ,

γm = h11(ρ̂m)
∆ρ̂2 − h12(ρ̂m)

2∆ρ̂ , hmNBI,i = hNBI,i(ρ̂m), hmEC =
hEC(ρ̂m), hmBS,1 = h′BS(ρ̂m), hmBS,2 = hBS(ρ̂m). Since
uaux is the vector of virtual inputs, it is beneficial to rewrite
the ODE in (12) in the form

θ̇(t) = Gη(θ, t)uη +G∗aux(t)Paux +GBS(θ, t)uBS , (16)

where Paux = {PNBI,1, . . . , PNBI,NNBI
, PEC}. In the

above equation, the matrix G∗aux is defined such that it
satisfies the constraint G∗auxPaux = Gauxuaux. The goal
of the controller designed in the following section is to
choose Paux such that the system tracks a target poloidal
flux gradient θ̄. For brevity of notation, the input Paux will
be represented by u = [u1, . . . , un]T (n = NNBI +1) in the
subsequent sections. Thus, the error equation that governs
the evolution of θ̃ = θ − θ̄ takes the form

˙̃
θ(t) = f(θ̃, t) + g(θ̃, t)u(t) (17)

with f = Gηuη +GBSuBS − ˙̄θ, g = G∗aux, u = Paux.
Before proceeding to control synthesis, it is assumed that

the attenuation or amplification of the effect of the auxiliary
drives on the plasma evolution is always bounded. Such an
assumption, which is typically valid in any given tokamak
scenario, is formally stated as:

Assumption 1: At each time t, any x ∈ Rn, the function
g satisfies 0 < ε ≤ ‖g(x, t)‖ ≤ ḡ, where ‖ · ‖ represents the
induced 2-norm and ε, ḡ ∈ R are constants.

III. CONTROL SYNTHESIS

This section focuses on presenting the control law as well
as the hypothesis required for establishing the stability and
input-boundedness results. Suppose that ǔ = [ǔ1, . . . , ǔn]T ,
û = [û1, . . . , ûn]T represent the vector of lower and upper
saturation limits of the input u, respectively. In other words,
the physical constraints in the system ensure that ǔi ≤ ui ≤
ûi for all i ∈ {1, . . . , n} and all time t.

The proposed nonlinear control law is written as

u(t) = uoff − utr(t), (18)

where

uoff :=
ǔ+ û

2
, ŭi :=

(
ûi − ǔi

2

)
(19)

utr(t):=

{
A(θ̃(t), t)(s(θ̃(t), t))T if ‖s(θ̃(t), t)T ‖ 6=0,

0 if ‖s(θ̃(t), t)T ‖=0,
(20)

A(θ̃, t) := diag
(
α1(θ̃, t) . . . , αn(θ̃, t)

)
, (21)

αi(θ̃, t) :=
r1(θ̃, t)+

√
r2(θ̃, t)2 +

(
ŭi‖s(θ̃, t)T ‖

)4
‖s(θ̃, t)T ‖2

[
1 +

√
1 +
(̆
ui‖s(θ̃, t)T ‖

)2] (22)

s(θ̃, t) := θ̃T g(t), (23)

r1(θ̃, t) := r(θ̃, t) + µ‖2θ̃‖
(
‖2θ̃‖
‖2θ̃‖+ λ

)
︸ ︷︷ ︸

<1

, (24)

r2(θ̃, t) := r(θ̃, t) + µ‖2θ̃‖, (25)

r(θ̃, t) := θ̃T f∗(t), (26)

f∗(θ̃, t) := f(θ̃, t) + g(θ̃, t)uoff (t), (27)

for all i ∈ {1, . . . , n}. The constants µ > 0 and λ > 0 in the
above definitions are adjustable parameters. The term uoff
in the control law is the constant offset term that accounts for
any nonsymmetry in the actuator constraints. On the other
hand, the transient term utr depends on the state error θ̃.
Since αi is undefined when ‖s(θ̃(t), t)T ‖ = 0, the condition
on ‖s(θ̃(t), t)T ‖ in (20) ensures that the control law given
by (18) is mathematically feasible.

As it will be shown below, the satisfaction of the input
bounds and the stability of the closed-loop system demand
the state to evolve in a “controllable region.” Such “control-
lable region” Πt is defined as the set

Πt:=
{
θ̃∈Rn:max{|r1(θ̃,t)|,|r2(θ̃,t)|}≤ ŭ‖s(θ̃,t)T‖

}
, (28)

ŭ := min {ŭi for 1 ≤ i ≤ n} . (29)

As it is clear from the above definition, the set Πt evolves
with time since the nonlinear functions f and g in the error
equations (17) and hence the nonlinear terms r1, r2, s also
vary with time.

The following theorem establishes that the closed-loop
system’s equilibrium at the origin is asymptotically stable
as long at the state is contained in the set Πt. The function
variables θ̃ and t are dropped in the following theorem and
all subsequent analysis. In addition, the subscript i represents
the ith element of any given vector.

Theorem 1: The control input u = [u1, . . . , un]T defined
in (18) makes the equilibrium at the origin of the closed-loop
system uniformly asymptotically stable as long as the state
θ̃(t) is contained in the set Πt for all time t.

Proof: Consider the Lyapunov function V = 1
2 θ̃

T θ̃. Its
time derivative is given by

V̇ = θ̃T [f + gu] = θ̃T f∗ + θ̃T g
(
−AsT

)
≤ r − α̂‖sT ‖2,

where we have used (17), (18), (21), (23), (26), (27), and
where α̂ is defined as α̂ := miniαi for all i ∈ {1, . . . , n}.
Let ˘̄u be the value of ŭi corresponding to the element in
matrix A that attains α̂. By using (22), it can be shown that
the time derivative of the Lyapunov function is bounded by

V̇ ≤ r − ‖sT ‖2
 r1 +

√
(r2)2 + (˘̄u‖sT ‖)4

‖sT ‖2
[
1 +

√
1 + (˘̄u‖sT ‖)2

]


≤
r
[√

1 + (˘̄u‖sT ‖)2
]
−
√

(r2)2 + (˘̄u‖sT ‖)4[
1 +

√
1 + (˘̄u‖sT ‖)2

]
︸ ︷︷ ︸

I

− µ‖2θ̃‖2

(‖2θ̃‖+ λ)
[
1 +

√
1 + (˘̄u‖sT ‖)2

]
︸ ︷︷ ︸

II

, (30)

where we have used the fact that r−r1 ≤ 0 from (24). Since
the states are contained in the set Πt, the inequality

|r2| ≤ ŭ‖sT ‖ (31)
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holds at all time t. Furthermore, since ŭ is the minimum
of ŭi for 1 ≤ i ≤ n (by definition) and ˘̄u is equal to ŭj
where j corresponds to the index of the minimum of α̂i
(also by definition), we conclude that ŭ ≤ ˘̄u. Now, we split
the inequality given in (31) and consider two different cases.

Case (i): If −˘̄u‖sT ‖ ≤ −ŭ‖sT ‖ ≤ r2 ≤ 0, we conclude
from (25) that r = r2 − µ‖2θ̃‖ ≤ 0 since µ > 0 by
assumption. This implies that the term I in (30) satisfies
I ≤ 0, which in turn implies that V̇ ≤ −II < 0.

Case (ii): If 0 < r2 ≤ ŭ‖sT ‖ ≤ ˘̄u‖sT ‖, the inequality

−
√

(r2)2 + (˘̄u‖sT ‖)4 ≤ −r2

√
1 + (˘̄u‖sT ‖)2 (32)

holds. This implies that I ≤ 0 since r− r2 ≤ 0 by definition
given in (25). Thus, V̇ ≤ −II < 0.

Thus, the time derivative of the Lyapunov function satisfies
the inequality V̇ ≤ −II < 0 in both the cases. Note that
II is a function of time t and state θ̃, where the explicit
dependence on time t comes because of the term s in II .
From Assumption 1, we have ‖sT ‖ ≤ ‖g(θ̃, t)T ‖‖θ̃‖ ≤
ḡ‖θ̃‖. As a result, the inequality

V̇ ≤ −II ≤ − µ‖2θ̃‖2

(‖2θ̃‖+ λ)

[
1 +

√
1 + (ˇ̄uḡ‖θ̃‖)2

] < 0 (33)

holds. In the above inequality, ˇ̄u := max {ŭi, 1 ≤ i ≤ n}.
Thus, the time derivative of the Lyapunov function is
bounded from above by a negative definite function. Now,
the result of the theorem follows directly from the Lyapunov
stability theorem [14].

The following theorem shows that each element of the
control input vector satisfies the saturation constraint as long
as the state is contained in the “controllable region.”

Theorem 2: The control input u = [u1, . . . , un]T defined
by (18) satisfies the nonsymmetric individual actuator con-
straints ǔi ≤ ui ≤ ûi for all i ∈ {1, . . . , n} and all time t if
the state θ̃(t) is contained in the set Πt for all time t.

Proof: By exploiting the structure of the matrix
A(θ̃(t), t) in (21), the absolute value of ith transient input
|utr,i|, defined in (20), is bounded from above by

|utr,i| ≤ |αi| |si| ≤
|r1 +

√
(r2)2 + (ŭi‖sT ‖)4|

‖sT ‖2
[
1 +

√
1 + (ŭi‖sT ‖)2

]‖sT ‖.
From the assumption that θ̃ is contained in the set Πt,
defined in (28), we have |r1| ≤ ŭ‖sT ‖ ≤ ŭi‖sT ‖ and
|r2| ≤ ŭ‖sT ‖ ≤ ŭi‖sT ‖. Then,

|utr,i| ≤
|r1|+

√
(r2)2 + (ŭi‖sT ‖)4

‖sT ‖
[
1 +

√
1 + (ŭi‖sT ‖)2

] (34)

≤
ŭi‖sT ‖

[
1 +

√
1 + (ŭi‖sT ‖)2

]
‖sT ‖

[
1 +

√
1 + (ŭi‖sT ‖)2

] = ŭi. (35)

It is evident from (18) that |utr,i| = |ui − uoff,i| ≤ ŭi.
Using the definitions of uoff,i and ŭi in (19) and (29), re-
spectively, and rearranging the terms will give the inequality
ǔi ≤ ui ≤ ûi.

The hypothesis of Theorem 1 and Theorem 2 that the state
θ̃(t) is contained in the set Πt cannot be checked a priori
(before controller implementation). However, if there exists
an open ball Bε(0) of radius ε centered at the origin 0 such
that Bε(0) ⊆ ∩t≥0Πt and the initial condition θ̃(0) is such
that θ̃(0) ∈ Bε(0), then the control input u = [u1, . . . , un]T

defined in (18) satisfies the nonsymmetric individual actuator
constraints ǔi ≤ ui ≤ ûi for all i ∈ {1, . . . , n} and all time t
and makes the equilibrium at the origin of the closed-loop
system uniformly asymptotically stable.

A. Remarks on Controller Implementation

(i) It is often difficult to write down an explicit equation for
the elements of the set Πt in most practical applications
like plasma profile control. However, numerical algo-
rithms can be used to search for elements of the state
space that are contained in the set Πt since this search
can be carried out offline before the implementation of
the controller. To get an estimate of the open ball Bε(0)
in the case of nonautonomous systems, the sets Πt

can be computed at discrete time steps and the regions
of overlap can be determined. Detailed discussion of
methods and algorithms to compute these sets is beyond
the scope of the current paper.

(ii) From the definition of the set Πt (given in (28)), it is
clear that the size of the “controllable region” depends
on the smallest saturation limit ŭ. One can scale the
inputs such that all actuators have similar saturation
limits. This in turn can increase the “controllable re-
gion” in certain cases.

(iii) By definition, the set Πt depends on the time evolution
of the target ˙̄θ. Generally, for the problem of current
profile control in tokamaks, the target profile depends
on time. However, in certain tokamak scenarios, the
target during the flat-top phase is fixed. In such cases,
the “controllable region” depends only on the dynamics
of the tokamak under consideration.

IV. NUMERICAL SIMULATION

This section focuses on closed-loop simulations for a
DIII-D tokamak scenario. The target for the simulations was
generated using data from the DIII-D shot 147634. The
simulations considered three noninductive current drives (two
NBI and one ECH&CD) with 41 finite-difference nodes. The
grey background in all the figures shows when the controller
is active. In the simulations, the line-average electron density
n̄e and the plasma current Ip are adopted from the DIII-D
shot 147634. The total power Ptot used in the simulations
is the sum of the feedforward inputs (shown in Figure 2).
Furthermore, the controller parameters µ > 0 and λ > 0 are
set as µ = 1× 10−5 and λ = 1, respectively. The controller
bounds of the three noninductive current drives used in the
simulations are 0 ≤ u1 ≤ 15 MW , 0 ≤ u2 ≤ 15 MW ,
0 ≤ u3 ≤ 7.5 MW . Note that u1, u2, u3 correspond to
PNBI,1, PNBI,2 and PEC , respectively. In the simulations,
the ECH&CD power is scaled by a factor of 2. As a
result, the upper bound û3 and hence ŭ, defined in (29),
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2.5 3 3.5 4 4.5 5 5.5 6
Time (s)

0
5

10
15

u
2

u2 5u2 û2
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Fig. 2: From left to right: PNBI1 ; PNBI,2; PEC ; Individual inputs with bounds (Top - |u1|, Center - |u2|, Bottom - |u3|)
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Fig. 3: Poloidal flux gradient: Left - θ(0.1, ·), Center - θ(0.4, ·), Right - θ(·, 6s)

are also scaled by a factor of 2 to increase the size of the
“controllable region.” Furthermore, two spatial nodes where
the NBI and ECH&CD current depositions are significant
(ρ̂ = 0.1 and ρ̂ = 0.4) are considered for control.

Figure 2 shows the feedback inputs generated by the
controller along with the corresponding feedforward values.
The figure also shows the absolute value of each of the
feedback inputs. The inputs satisfy the saturation limits at all
times t. The effectiveness of the controller is evident from
Figure 3. The figure shows the poloidal flux gradient values
at the two control nodes. It is clear that the controller can
track the given targets at the two control points. In addition,
Figure 3 also shows the whole poloidal flux gradient profile
at t = 6 seconds. The profile at the end of the simulation
matches the target at approximately all ρ̂ ∈ [0, 0.4].

V. CONCLUSION AND FUTURE WORK

This work presents a Lyapunov-based nonlinear feedback
control approach that can guarantee bounds on the individual
components of a nonlinear system’s inputs. In particular, the
control algorithm was developed for the current profile con-
trol problem in tokamaks. The proposed controller inherently
accounts for the individual nonsymmetric saturation limits
in the input formula and does not rely on computationally
expensive optimization techniques. A detailed analysis of the
tokamak model assumptions necessary for implementing the
controller is presented. Furthermore, the controller’s stabi-
lization properties and input-bound guarantees are discussed
rigorously. Finally, the validity of the theoretical results is
shown through simulations for a DIII-D tokamak scenario.
This work’s potential future extensions include testing the
controller in higher fidelity tokamak simulators before per-
forming experiments on a real tokamak.
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