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1. Introduction

Extensive research has been conducted to find advanced 
regimes of tokamak operation [1] with the goal of developing 

candidate operating scenarios for ITER. These scenarios are 
characterized by a high fusion gain, good plasma confinement, 
magnetohydrodynamic (MHD) stability and a noninductively 
driven plasma current with a dominant fraction coming from the 
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Abstract
DIII-D experimental results are reported to demonstrate the potential of physics-model-based 
safety factor profile control for robust and reproducible sustainment of advanced scenarios. In 
the absence of feedback control, variability in wall conditions and plasma impurities, as well as 
drifts due to external disturbances, can limit the reproducibility of discharges with simple pre-
programmed scenario trajectories. The control architecture utilized is a feedforward + feedback 
scheme where the feedforward commands are computed off-line and the feedback commands 
are computed on-line. In this work, a first-principles-driven (FPD), physics-based model of the 
q profile and normalized beta (βN) dynamics is first embedded into a numerical optimization 
algorithm to design feedforward actuator trajectories that steer the plasma through the tokamak 
operating space to reach a desired stationary target state that is characterized by the achieved q 
profile and βN. Good agreement between experimental results and simulations demonstrates the 
accuracy of the models employed for physics-model-based control design. Second, a feedback 
algorithm for q profile control is designed following an FPD approach, and the ability of the 
controller to achieve and maintain a target q profile evolution is tested in DIII-D high confinement 
(H-mode) experiments. The controller is shown to be able to effectively control the q profile when 
βN is relatively close to the target, indicating the need for integrated q profile and βN control to 
further enhance the ability to achieve robust scenario execution. The ability of an integrated q 
profile + βN feedback controller to track a desired target is demonstrated through simulation.
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bootstrap current [2] so as to minimize the necessary amount of 
auxiliary current drive needed to maintain the desired scenario 
[3]. Additionally, advanced scenarios operate close to opera-
tional boundaries in terms of both proximity to stability limits 
(to maximize plasma performance) and available actuation 
capabilities. As a result, variations in the plasma evolution due 
to drifts caused by external plasma disturbances, such as vari-
ability in the condition of the tokamak walls, plasma impurities, 
the plasma response to the actuators and actuator faults, can lead 
to difficulties with reproducibility of target plasma conditions. 
Two plasma properties that are often used to define a plasma 
scenario are the safety factor profile (q profile) and the normal-
ized plasma beta (βN). Therefore control of the q profile, and 
its eventual integration with βN control, have the potential to 
improve the ability to robustly achieve target plasma scenarios. 
In this work, experimental results are reported to demonstrate 
the q profile control capabilities in DIII-D.

The q profile is a key plasma property investigated in the 
development of advanced scenarios due to the close relation-
ship the q profile has with plasma transport [4, 5] (affects 
bootstrap current drive, auxiliary current drive, and fusion 
gain) and stability limits that are approached by increasing 
the plasma pressure [6, 7]. Due to this complex set of inter-
actions, as well as variability in the plasma response, impu-
rities, and drifts due to external disturbances, the problems 
of predicting and experimentally achieving advanced sce-
narios are extremely challenging. This motivates the design 
of feedforward + feedback controllers, which are derived by 
embedding the known physics of the plasma (described by 
relevant models) into the design process through model-based 
design techniques, to regulate plasma conditions. As a result 
of the embedded physics, model-based controllers know 
in which direction to actuate to generate a desired plasma 
response and can be designed to share the available actua-
tion capabilities. The ability to robustly achieve and maintain 
target plasma states through feedback can enable the study of 
desired regimes, control the proximity to stability limits, and 
maximize the physics output of the executed discharges. The 
reported results show the potential of physics-model-based 
controllers to meet these demanding challenges.

The development of advanced scenarios is experimentally 
explored by specifying the device’s actuator trajectory wave-
forms, such as the total plasma current and auxiliary heating 
and current-drive (H&CD) scheme, and analyzing the resulting 
plasma state evolution. This is conventionally referred to as 
advanced plasma scenario planning. Traditionally, these feed-
forward actuator trajectories are developed through a substan-
tial number of trial-and-error attempts and based on extensive 
experience gained during operation of a particular device. In 
this work, a model of the plasma dynamics is embedded into 
a numerical optimization algorithm to synthesize feedforward 
trajectories for the tokamak actuators that steer the plasma 
through the tokamak operating space to a predefined target 
scenario. In this way, actuator trajectories can be designed by 
exploiting the accumulated knowledge gained by the plasma 
physics community regarding both the multivariable, coupled, 
nonlinear, distributed plasma dynamics and plasma stability 
limits. The numerical optimization algorithm is designed to 

complement the experimental effort of, and to develop a sys-
tematic approach to, advanced scenario planning in the DIII-D 
tokamak. Ideally, one would like to embed complex simulation 
codes, such as TRANSP [8], ONETWO [9], and CORSICA 
[10], into the numerical optimization algorithm. However, as 
these codes contain highly sophisticated models of the plasma 
dynamics, they require a substantial amount of computational 
time to simulate a plasma discharge. As many state-of-the-art 
optimization algorithms use an iterative approach to find the 
optimal solution to a problem [11], a more computationally 
efficient model of the plasma dynamics is needed in practice. 
The alternative type of model we propose to use is obtained 
by employing a method that we refer to as a first-principles-
driven (FPD), physics-based modeling approach.

The foundation of FPD models is the fundamental phys-
ical laws that govern the evolution of the plasma, such as the 
poloidal magnetic flux diffusion equation. The goal in the 
development of FPD physics-based models of the plasma 
dynamics is the conversion of these accepted physics models 
into a form suitable for control design. Where first-principles 
knowledge of a particular plasma parameter is either too com-
plex for control design or not fully understood, e.g. the plasma 
thermal conductivity, general physical observations, which 
are not unique to any one machine, and experimental/simu-
lated data are used to close the first-principles model by devel-
oping a simplified model of the plasma parameter in question, 
thereby obtaining a first-principles-driven, physics-based 
model. As these models mainly rely on fundamental physical 
laws, they can readily be adapted to a given operating scenario 
(characterized by a specified magnetic configuration, heating/
current-drive scheme, etc) in a given machine of interest. 
Progress towards physics-based, control-oriented modeling of 
the magnetic and kinetic plasma profile evolutions has been 
recently reported in [12–14]. Models of this complexity can 
be utilized to simulate a tokamak discharge with a compu-
tational time on the order of seconds, and therefore are ideal 
candidates for the models that can be embedded in an iterative 
optimization algorithm [11]. Advances in actuator trajectory 
optimization in low confinement (L-mode) scenarios at the 
DIII-D and TCV tokamaks that employ physics-based models 
of the plasma dynamics can be found in [15–17].

To improve the ability to robustly achieve plasma target 
conditions and compensate for external disturbances and actua-
tion limitations (either in regulation (saturation and rate limits) 
or due to faults), the feedforward trajectories are integrated 
together with a feedback control scheme. Feedback control 
schemes can be developed by employing data-driven or FPD, 
physics-based techniques. Advances in developing models/
profile control strategies following a data-driven approach are 
discussed in [18–25]. Advances in developing profile control 
strategies following FPD techniques are discussed in [26–35]. 
In this work, we follow an FPD approach to design feedback 
algorithms, as FPD models provide the freedom to handle the 
trade-off between the physics accuracy and the tractability for 
control design of the models. Experiments at DIII-D [36–39] 
represent the first successful demonstration of FPD closed-loop 
q profile control (in L-mode scenarios) in a tokamak device. 
In this work, the control philosophy employed in [36–39] is 
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extended to high confinement (H-mode) scenarios in DIII-D to 
actively control the q profile through feedback. The developed 
feedback scheme can be designed to more heavily weight par-
ticular regions of interest of the q profile relative to others, and 
therefore can be readily tailored to suit the needs of various 
physics experiments. The total plasma current and the auxil-
iary H&CD system are used as actuators by the feedback con-
troller. The auxiliary H&CD actuators on DIII-D considered in 
this work are six electron cyclotron wave sources (gyrotrons), 
which are grouped together to form one effective source for 
feedback control, and six individual co-current neutral beam 
injection (NBI) sources, which are referred to by the names 
[30L/R, 150L/R, 330L/R], where L and R denote left and right 
lines, respectively. In the H&CD scheme considered, the elec-
tron cyclotron sources and the 150L/R NBI lines are utilized 
as off-axis H&CD sources, while the 30L/R and 330L/R NBI 
lines are utilized as on-axis H&CD sources.

This paper is organized as follows. In section 2, an FPD 
model of the plasma current profile dynamics is developed. 
We begin the model development process by considering the 
well known one-dimensional poloidal magnetic flux diffusion 
equation  [40], which describes the resistive diffusion of the 
poloidal magnetic flux in the tokamak in response to the elec-
tric field due to induction, the noninductive current driven by 
the auxiliary H&CD system, and the neoclassical bootstrap 
effect. This physics model is subsequently converted into a 
form suitable for control design by developing simplified con-
trol-oriented versions of physics-based models of the electron 
density, the electron temperature, the plasma resistivity, and 
the noninductively driven currents (auxiliary and bootstrap) in 
response to the control actuators. In section 3, the developed 
FPD model is embedded into a numerical optimization algo-
rithm to design actuator trajectories that steer the plasma to a 
stationary plasma state characterized by the q profile and βN. 
The optimized trajectories are subsequently tested experimen-
tally in DIII-D. In section 4, a feedback algorithm for q profile 
control is designed following an FPD approach. The con-
troller is designed to be robust to uncertainties in the electron 
density, the electron temperature, and the plasma resistivity, 
which provides confidence that the controller can be used in 
a variety of operating conditions. The ability of the q profile 
controller (not including βN control) to achieve and maintain 
a desired safety factor profile evolution is tested in DIII-D 
H-mode experiments in section 5. The controller is shown to 
be able to effectively control the q profile when βN is relatively 
close to the target. Therefore, to further enhance the ability to 
achieve robust scenario execution, an integrated q profile + 
βN feedback controller is designed and tested through simula-
tions based on the developed FPD, physics-based model in 
section 6. Finally, conclusions are discussed in section 7.

2. Plasma magnetic and thermal state evolution 
models

In a well confined tokamak plasma, nested surfaces of con-
stant poloidal magnetic flux are obtained and any quantity that 
is constant on each surface can be used to index them. In this 
work, the mean effective minor radius, ρ, of the magnetic flux 

surface, i.e. π ρΦ = ϕB ,0
2, is chosen as the variable to index 

the magnetic flux surfaces, where Φ is the toroidal magnetic 
flux and ϕB ,0 is the vacuum toroidal magnetic field at the geo-
metric major radius R0 of the tokamak. We define the normal-
ized effective minor radius as ρ ρ ρ=ˆ / b, where ρb is the mean 
effective minor radius of the last closed magnetic flux surface.

The plasma parameters that characterize a tokamak oper-
ating scenario considered in this work are the q profile, the 
plasma βN and the plasma loop-voltage profile (Up). The q pro-
file is related to the spatial gradient of the poloidal magnetic 
flux (Ψ) and is defined as

ρ
π ψ

ρ ρ
ψ ρ

( ) = − Φ
Ψ

= − Φ = −
∂ ∂
ϕ

q t
B

ˆ,
d
d

d
2 d
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where we have utilized the relationship between the toroidal 
magnetic flux and the mean effective minor radius of the 
magnetic flux surface ( π ρΦ = ϕB ,0

2), t is the time and ψ  is 
the poloidal stream function, which is closely related to the 
poloidal flux ( πψΨ = 2 ). The plasma βN is related to the 
volume-averaged plasma stored energy E and is defined as
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where βt is the toroidal plasma beta, a is the plasma minor 
radius, Ip is the total plasma current, p is the plasma kinetic 
pressure, ⟨⋅⟩V denotes the volume-average operation 

∫ (⋅)V V1/ d
Vp , V is the volume enclosed by a magnetic flux 

surface, Vp is the total plasma volume, and μ0 is the vacuum 
magnetic permeability, and we have assumed that the plasma 
electron and ion densities and temperatures, respectively, are 
equal. The plasma loop-voltage profile is related to the tem-
poral derivative of the poloidal magnetic flux and is defined as

ρ π ψ( ) = − ∂Ψ
∂

= − ∂
∂

U t
t t

ˆ, 2 .p (3)

From (1)–(3), we see that the q profile, plasma βN, and 
loop-voltage profile are related to the plasma magnetic and 
thermal states, ψ  and E, respectively. Therefore, we begin 
by developing physics-based control-oriented models for the 
evolution of ψ  and E, and hence q, βN, and Up, respectively.

Under the simplifying assumption of a fixed magnetic 
geometry (both the plasma boundary as well as the topology 
of the internal magnetic flux surfaces), the evolution of the 
poloidal magnetic flux is given in normalized cylindrical coor-
dinates by the magnetic diffusion equation [40]
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with boundary conditions given by
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where η is the plasma resistivity, Te is the electron temperature, 
Zeff is the effective average charge of the ions in the plasma, jni 
is any source of noninductive current density (electron cyclo-
tron heating/current drive, neutral beam heating/current drive, 
bootstrap current drive, etc), B is the magnetic field, and ⟨⟩ 
denotes a flux-surface average. The parameters F̂, Ĝ, and Ĥ 
are geometric factors pertaining to the configuration of the 
fixed magnetic geometry and are shown in figure 1(a). These 
parameters are defined as

ρ ρ ρ

ρ

( ) =
( )

( ) = ∣∇ ∣

( ) =

ϕ

ϕ
F

R B

RB R Z
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R
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ˆ ˆ
ˆ
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,
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2

2
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where ϕB  is the toroidal magnetic field at the spatial location 
(R, Z) in the poloidal plane of the tokamak. Additionally, under 
the fixed magnetic geometry assumption, an approximate 0D 
(zero-dimensional) plasma energy balance equation  is given 
by the ordinary differential equation

τ

= − + + −

= − +

E
t

P P P P

E
P

d
d

,

,

loss ohm aux rad

E
tot

 

(6)

where τ=P E /loss E is the total power crossing the plasma 
boundary, τE is the global energy confinement time, Pohm is 
the ohmic power, Paux is the total auxiliary H&CD power, 
Prad is the radiated power, and = + −P P P Ptot ohm aux rad is the 
total power injected into the plasma. The energy confinement 
scaling used in this work is the IPB98(y,2) scaling law [41].

To close the dynamic plasma state model (4)–(6), we 
develop simplified, physics-based models for the evolution 
of the electron density, the electron temperature, the plasma 
resistivity, and the noninductive current sources (both auxil-
iary and bootstrap). The objective in developing the simplified 
physics-based models of the plasma parameters is to capture 
the dominant physics that describe how the control actua-
tors (the total plasma current, which is itself controlled by 
the poloidal field coil system, auxiliary heating/current-drive 
sources, which are comprised of electron cyclotron and neu-
tral beam launchers on DIII-D, and electron density) affect the 
plasma parameters, and hence the q profile evolution.

2.1. Electron density modeling

The electron density evolution ρ( )n tˆ,e  is modeled as

ρ ρ( ) = ( ) ( )n t n n tˆ, ˆ ,e e
prof

e (7)

where ρ( )n ˆe
prof  is a reference electron density profile, which is 

shown in figure 1(c), and ne is the line average electron density. 
This model assumes that the control action employed to regu-
late the electron density weakly affects the radial distribution 
of the electrons. This is equivalent to assuming that transport, 
and not the particle sources, determines the shape of the pro-
file. Note that ne

prof is obtained by evaluating the experimental 
ne at a reference time trne, i.e. ρ ρ( ) = ( ) ( )n n t n tˆ ˆ, /e

prof
e r e rn ne e .

2.2. Electron temperature modeling

The characteristic thermal diffusion time in the plasma is much 
faster than the characteristic resistive diffusion time; therefore, 
the temperature is always in quasi-equilibrium on the time-
scale of the current evolution. As a result, we neglect the tem-
poral dynamics of the electron temperature in the development 
of the electron temperature evolution model, as we are mainly 
concerned with capturing the dominant physical effects that 
the electron temperature has on the plasma magnetic profile 
evolution. Under this condition, from (6), we obtain

τ
⟨ ⟩ ⟨ ⟩ =k n T V

P
3

,V VJ keV e e p

E
tot (8)

where we have assumed, as an approximation, equal electron 
and ion temperatures and densities, i.e. ρ ρ( ) = ( )T t T tˆ, ˆ,e i  and 

ρ ρ( ) = ( )n t n tˆ, ˆ,e i , where ρ( )T tˆ,i  and ρ( )n tˆ,i  are the ion temper-
ature and density profiles, respectively, = × ×k e 1V 1000J keV  
and e is the elementary charge. Various energy confinement 
scaling laws have been developed over the years to fit experi-
mentally observed plasma behavior, such as the IPB98(y,2) 
[41] and Goldston scaling laws [42]. Typically, these scaling 
laws are functions of the actuators utilized for plasma control, 
i.e. τ ∝ γ ε ζI P nE p tot e

s s s, where γs, εs and ζs depend on the scaling law 
utilized. If, as with the IPB98(y,2) and Goldston scaling laws, 
τE is not an explicit function of the temperature, we obtain

⟨ ⟩ ∝ ⟨ ⟩γ ε ζ( + ) ( − )T I P n ,V Ve p tot
1

e
1s s s (9)

from (8). Utilizing this result, and based on the TRANSP 
[8] analyzed electron temperature profile evolution exhib-
iting a similar behavior across the entire spatial domain (both 
inside and outside the edge transport barrier) in the consid-
ered H-mode scenarios, we model the slowly evolving (on 
the resistive current diffusion time-scale) electron tempera-
ture evolution ρ( )T tˆ,e  as a static map of the control actuators, 
which is expressed as

ρ ρ ρ ρ( ) = ( ) ( ) ( ) ( ) ( )−T t k T I t P t n tˆ, ˆ ˆ ˆ, ,Te e
prof

p tot
1/2

e
1

e (10)

where kTe is a normalizing profile and ρ( )T ˆe
prof  is a reference 

profile, which is shown in figure 1(d). To arrive at the model 
shown in (10), the constants in (9) are chosen according to the 
Goldston scaling law as γ = 1s , ε = −0.5s  and ξ = 0s . Note that 
Te

prof is obtained by evaluating the experimental Te at a refer-
ence time trTe, i.e. ρ ρ( ) = ( )T T tˆ ˆ,e

prof
e rTe .  The constant kTe is also 

evaluated at a reference time trTe, which is shown in figure 1(e), 
and is expressed as

ρ ρ( ) = [ ( ) ( ) ( ) ]− (− ) −−
k I t P t n tˆ ˆ, A W m .T p r tot r

1/2
e r

1 1/2 3 1
T T Te e e e

1

The model (10) qualitatively describes the slowly evolving 
electron temperature in response to the control actuators, i.e. the 
observation of (i) an increase in plasma confinement, and hence 
an increase in temperature, with increasing plasma current, 
and (ii) a decrease in plasma confinement with increasing total 
injected power [42]. Also, by changing the electron density, the 
electron temperature is modified for a given electron pressure.
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The total power injected into the plasma is comprised of 
the ohmic power, the auxiliary H&CD power and the radiated 
power. The ohmic power is modeled as

R∫ ρ η ρ
ρ

ρ( ) = ( ) ( ) ≈ ( ) ( )P t j t t
V

t I tˆ, ˆ,
d
d ˆ

d ˆ ,ohm
0

1

tor
2

p p
2

where ρ( )j tˆ,tor  is the total toroidal current density and R ( )tp  is 
the global plasma resistance, which is expressed as

R
⎡
⎣⎢

⎤
⎦⎥∫π

η ρ ρ
ρ( ) ≈

( ˆ ) ˆ
ˆt R

t
S

2
1
,

d
d

d ,p 0
0

1

where S denotes the poloidal cross sectional area enclosed 
by a magnetic surface within the plasma. The total auxiliary 
H&CD power is expressed as

∑ ∑( ) = ( ) + ( )
= =

P t P t P t ,
i

n

i

n

aux
1

ec
1

nbii i

ec nbi

where ( )P teci  are the individual gyrotron launcher powers, 
( )P tnbii  are the individual neutral beam injector powers and nec 

and nnbi are the total numbers of gyrotron and neutral beam 
launchers, respectively. The radiative power losses considered 

Figure 1. Model parameters tailored to DIII-D tokamak: (a) magnetic equilibrium configuration parameters ρ( )F̂ ˆ , ρ( )Ĝ ˆ , and ρ( )Ĥ ˆ , 
(b) bootstrap current coefficients L ρ( )ˆ31 , L ρ( )ˆ32 , L ρ( )ˆ34 , and α ρ( )ˆ , (c) reference electron density profile ρ( )n ˆe

prof , (d) reference electron 
temperature profile ρ( )T ˆe

prof  (keV), (e) electron temperature coefficient kTe (1010 m−3 A−1 W−1/2), ( f ) plasma resistivity coefficient ksp (10−8 
Ω m keV3/2), (g) normalized electron cyclotron ( ρ( )j ˆec

ref
i

), for ∈ [ ]i 1, 2, 3, 4, 5, 6 , current-drive reference profiles (1018 m−3 keV−1 W−1 A 
m−2), and (h) normalized neutral beam ( ρ( )j ˆnbi

ref
i

), for ∈ [ ]i 30L/R, 150L/R, 330L/R , current-drive reference profiles (1018 m−3 keV−1/2 W−1 A m−2).
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in this work are due to Bremsstrahlung radiation, which is 
modeled as

ρ ρ ρ( ) = ( ) ( )Q t k Z n t T tˆ, ˆ, ˆ, ,rad brem eff e
2

e

where = × −k 5.5 10brem
37 W m3 −keV 1 is the Bremsstrahlung 

radiation coefficient. Other sources of radiation losses, such as 
line or cyclotron radiation losses, could be incorporated into 
the model as needed depending on the studied scenarios. The 
radiated power is then expressed as

∫ ρ
ρ

ρ( ) = ( )P t Q t
V

ˆ,
d
d ˆ

d ˆ.rad
0

1

rad

2.3. Plasma resistivity modeling

The resistivity η scales with the electron temperature and is 
modeled by utilizing a simplified Spitzer resistivity model as

η ρ ρ ρ( ) = ( ) [ ( ) ]t k Z T tˆ, ˆ ˆ, ,sp eff e
3/2 (11)

where ρ η ρ ρ( ) = [ ( ) ( ) ] Ω ( )η ηk t T t Zˆ ˆ, ˆ, / m keVsp r e r
3/2

eff
3/2 is a pro-

file that is evaluated at a reference time ηtr  and is shown in 
figure  1( f ). We neglect neoclassical corrections to this for-
mula to retain the dominant temperature dependence. In this 
work, we assume Zeff to be constant in both space and time. 
In reality, Zeff varies in both space and time due to particle 
recycling, particle sputtering from the plasma facing com-
ponents, plasma fueling, controlled impurity injection and 
particle diffusion in the plasma. In the developed modeling 
framework, a spatial variation of Zeff could be incorporated in 
a straightforward manner, i.e. ρ= ( )Z Z ˆeff eff . Incorporating a 
temporal variation of Zeff would require additional modeling 
work to capture the effects that the previously mentioned 
physical mechanisms have on the particle density evolution 
in the plasma.

2.4. Noninductive current-drive modeling

The noninductively driven current is expressed as

∑ ∑⋅
=

⋅
+

⋅
+

⋅
ϕ ϕ ϕ ϕ= =

j B

B

j B

B

j B

B

j B

B
,

i

n

i

n
ni

,0 1

ec

,0 1

nbi

,0

bs

,0

i i
ec nbi

 (12)

where jeci
 is the noninductive current generated by the indi-

vidual gyrotron launchers, jnbii
 is the noninductive current 

generated by the individual neutral beam injectors, and jbs is 
the noninductive current generated by the bootstrap effect.

2.4.1. Auxiliary current-drive modeling. We model each aux-
iliary noninductive current source as the time varying power 
in each actuator multiplied by a constant deposition profile in 
space, i.e.

ρ ρ ρ ρ
ρ

ρ ρ
ρ

⋅
( ) = ( ) ( ) ( )

( )
( )

= ( ) ( )
( )

( )

ϕ

δ

δ

j B

B
t k j

T t
n t

P t

j
T t
n t

P t

ˆ, ˆ ˆ
ˆ,
ˆ,

ˆ
ˆ,
ˆ,

,

i
i i i

i i

,0

dep e

e

ref e

e

 

(13)

where ∈ [ … … ]i ec , , ec , nbi , , nbin n1 1ec nbi , ki is a normal-
izing profile, ρ( )j ˆi

dep  is a current density deposition pro-
file for each auxiliary source, the term δT n/e e represents 
the current-drive efficiency and =j k ji i i

ref dep. For electron 
cyclotron current drive δ = 1 [43], and for neutral beam cur-
rent drive δ is dependent on the energy of the injected par-
ticles [44]. The energy of the injected neutral particles on 
DIII-D is 80 keV; therefore, δ = 1/2 for neutral beam current 
drive. Note that ji

dep is evaluated at a reference time traux, i.e. 
ρ ρ( ) = [⟨ ⋅ ⟩ ]( )ϕj j B B tˆ / ˆ,i i

dep
,0 raux . The constants ki are expressed 

as ρ ρ ρ( ) = ( ) [ ( ) ( )] [ ]δ δ−k n t T t P tˆ ˆ, / ˆ, m / keV Wi ie r e r r
3

aux aux aux  and are 
also evaluated at a reference time traux. The normalized electron 
cyclotron and neutral beam current drive reference profiles are 
shown in figures 1(g) and (h).

2.4.2. Bootstrap current-drive modeling. The bootstrap 
current arises from the inhomogeneity of the magnetic field 
strength produced by the external coils in the tokamak, which 
falls off as 1/R, and is associated with trapped particles. From 
[45, 46], we write the bootstrap current as

⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎤
⎦⎥

L

L L L

ρ ψ
ρ ρ

α
ρ

⋅
( ) = ∂

∂
∂
∂

+{ + + } ∂
∂

ϕ

−j B

B
t

k R

F
T

n

n
T

ˆ,
ˆ ˆ

2
ˆ

2
ˆ

,

bs

,0

J keV 0
1

31 e
e

31 32 34 e
e

 

(14)

where L ρ( )ˆ31 , L ρ( )ˆ32 , L ρ( )ˆ34  and α ρ( )ˆ  depend on the mag-
netic configuration of a particular plasma equilibrium and are 
shown in figure 1(b).

2.5. Physics-based control-oriented model of  
plasma current profile dynamics

By combining the physics-based models of the electron den-
sity (7), electron temperature (10), plasma resistivity (11) and 
noninductive current-drive models (12)–(14) with the mag-
netic diffusion equation model (4)–(5), we obtain our desired 
first-principles-driven, physics-based, control-oriented model 
of the poloidal magnetic flux profile evolution. The nonlinear, 
physics-based partial differential equation (PDE) model of the 
poloidal flux evolution is expressed as

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

∑

∑

ψ ρ
ρ ρ

ρ ρ ψ
ρ

ρ

ρ ρ ψ
ρ

∂
∂

= ( ) ( ) ∂
∂

( )∂
∂

+ ( ) ( )

+ ( ) ( ) + ( ) ( ) ∂
∂

η η ψ
=

=

−

t
f u t D f u t

f u t f u t

ˆ
1
ˆ ˆ

ˆ ˆ
ˆ

ˆ

ˆ ˆ
ˆ

,

i

n

i

n

1
ec ec

1
nbi nbi bs bs

1

i i

i i

ec

nbi
 

(15)

with boundary conditions

ψ
ρ

ψ
ρ

∂
∂

= ∂
∂

= − ( )
ρ ρ= =

k u t
ˆ

0
ˆ

,I I
ˆ 0 ˆ 1

p p (16)

where ηf , feci
, fnbii

 and fbs are functions of space, =ψD FGHˆ ˆ ˆ  
and μ π= [ ] [ ( ) ( )]k R G H/ 2 ˆ 1 ˆ 1I 0 0p . The diffusivity ( ηu ), inte-
rior (ueci, unbii, ubs) and boundary (uIp) control terms are  
expressed as
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( ) = [ ( ) ( ) ( ) ]

( ) = [ ( ) ( ) ( ) ] ( ) ( )

( ) = [ ( ) ( ) ( ) ] ( ) ( )

( ) = [ ( ) ( ) ( ) ] ( )
( ) = ( )

η
− −

− − −

− − −

− −

u t I t P t n t

u t I t P t n t n t P t

u t I t P t n t n t P t

u t I t P t n t n t

u t I t

,

,

,

,

.I

p tot
1/2

e
1 3/2

ec p tot
1/2

e
1 1/2

e
1

ec

nbi p tot
1/2

e
1 1

e
1

nbi

bs p tot
1/2

e
1 1/2

e

p

i i

i i

p

 

(17)

The physics information contained in the nonlinear model 
is embedded into the feedforward and feedback components 
of the control scheme through advanced model-based control 
design techniques.

3. Scenario planning by feedforward actuator  
trajectory optimization

3.1. Formulation of actuator trajectory optimization problem

The objective of the actuator trajectory optimization algorithm 
is to design actuator waveforms that steer the plasma from 
a particular initial condition through the tokamak operating 
space to reach a target state at some time tf during the dis-
charge. One of the key physics goals of plasma profile control 
is to reach a target plasma state at a desired time and maintain 
this state to enable the study of desired regimes and make the 
best use of the discharge.

3.1.1. Target plasma state: cost functional definition. The 
target plasma state is chosen to be defined in terms of the q 
profile and the plasma βN. The goal of the actuator trajectory 
optimization problem is therefore to reach a target q profile 
( ρ( )q ˆtar ) and normalized plasma beta (βN

tar) at a time tf during 
the discharge in such a way that the achieved plasma state 
is as stationary in time as possible. As the poloidal flux pro-
file evolves with the slowest time constant in the plasma, if it 
reaches a stationary condition, i.e. ρ( ) =U tˆ,p  constant, all of 
the other plasma profiles have also reached a stationary con-
dition. Therefore, the stationarity of the plasma state can be 
defined by the profile

ρ
ρ

( ) = ∂
∂

g t
U

ˆ,
ˆ

.ss
p

A stationary plasma state is reached when ρ( ) =g tˆ, 0ss . The 
proximity of the achieved plasma state to the target state at the 
time tf can be described by the cost functional

( ) = ( ) + ( ) + ( )β βJ t k J t k J t k J t ,q qf ss ss f f fN N (18)

where kss, kq and βk
N
 are used to weight which characteristics 

of the plasma state are more important than the others and

∫ ρ ρ ρ ρ( ) = ( )[ ( ) − ( )]J t W q q tˆ ˆ ˆ, d ˆ,q qf
0

1
tar

f
2 (19)

∫ ρ ρ ρ( ) = ( )[ ( )]J t W g tˆ ˆ, d ˆ,ss f
0

1

ss ss f
2 (20)

β β( ) = [ − ( )]βJ t t ,f N
tar

N f
2

N (21)

where ρ( )W ˆq  and ρ( )W ˆss  are functions used to weight which 
portions of the respective profiles are more important than the 
others.

3.1.2. Plasma state dynamics: model reduction via spatial 
 discretization. To simulate the physics-based control-ori-
ented model, we spatially discretize the infinite dimensional 
PDE (15)–(16) by employing a finite difference method, where 
the nondimensional spatial domain of interest (ρ ∈ [ ]ˆ 0, 1 ) is 
represented by ψm  discrete nodes. After spatially discretizing 
(15) and taking into account the boundary conditions (16), 
we obtain a nonlinear finite dimensional ordinary differential 
equation model defined by

ψ ψ= ( )ψf uˆ̇ ˆ , ,

where Rψ ψ ψ ψ= [ … ] ∈−ψ
ψˆ , , , m

n
2 3 1

T  is the plasma mag-
netic state vector, ψi is the value of ψ  at the discrete nodes, 

R= [ … … ] ∈u P P P P n I, , , , , , , n
ec ec nbi nbi e p

T
n n1 ec 1 nbi

act is the con-
trol input vector, = + +n n n 2act ec nbi , R∈ψ

ψf n  is a nonlinear 
function of the plasma magnetic states and control inputs and 

= −ψ ψn m 2. By defining the plasma state vector as

R
⎡
⎣⎢

⎤
⎦⎥

ψ
= ∈ +ψx

E

ˆ
,n 1

we can write the magnetic and kinetic state dynamics as

R
⎡

⎣

⎢⎢⎢

⎤

⎦

⎥⎥⎥

ψ

τ
=

( )

−
( )

+ ( )
= ( ) ∈

ψ

ψ
+ψx

f u

E
t

P x u
F x u˙

ˆ ,

,
, .E

n

E
tot

,
1 (22)

We then integrate (22) in time by employing a fully implicit 
numerical scheme, i.e.

−
Δ

= ( )ψ
+

+
x x

t
F x u, ,k k

E k k
1

, 1 (23)

where xk and uk denote the plasma state and control input, 
respectively, at the time step tk, xk+1 denotes the plasma state 
at the next time step tk+1 and Δt denotes the simulation time 
step. The plasma magnetic and thermal state evolution can be 
obtained by iteratively solving (23) at each simulation time 
step from a given initial condition x0   =   x(t0), where t0 is the 
initial time.

3.1.3. Control actuator trajectory parameterization. The tra-
jectories of the ith control actuator (ui) are parameterized by a 
finite number of parameters (n pi

) at discrete points in time (tpi
), 

i.e. R= [ … … = ] ∈t t t t t t, , , , ,  p k k
n

0 1 fi
pi. During the time inter-

val ∈ ( )+t t t,k k 1  the ith control input is determined by linear inter-
polation as ( ) = ( ) + [ ( ) − ( )]( − ) ( − )+ +u t u t u t u t t t t t/i i k i k i k k k k1 1 . 
By combining all of the parameters utilized to represent each 
individual actuator trajectory into a vector

θ̃ = [ … … … … … ]u u u u u u, , , , , , , , , , ,n
i i

n
n n

n
1
1

1
1 1p pi pn1

act act
act (24)

where Rθ̃ ∈ np
tot

 and = ∑ =n ni
n

pp
tot

1 i
act , the parameterized control 

actuator trajectories are given by

θ( ) = Π( ) ˜u t t , (25)
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where RΠ( ) ∈ ×t n nact p
tot

 is a piecewise linear function of time. 
Some of the parameters in the vector (24) may be chosen to 
be fixed due to the desire to obtain an operating condition at 
the time tf with a specific set of characteristics (a final plasma 
current ( ( )I tp f ) and/or line average electron density ( ( )n te f )), 
or to provide the ability to acquire diagnostic data (constant 
power in a neutral beam injector). Therefore, the subset of free 
parameters in the vector (24) can be combined into a vector 
of to-be-optimized parameters, which we define as Rθ ∈ nopt, 
where ⩽n nopt p

tot.

3.1.4. Actuator constraints. The actuator magnitude con-
straints are defined as

⩽ ( ) ⩽I I t I ,p
min

p p
max (26)

⩽ ( ) ⩽ = …P P t P i n, 1, ,ec
min

ec ec
max

eci (27)

⩽ ( ) ⩽ = …P P t P i n, 1, ,nbi
min

nbi nbi
max

nbii (28)

where (⋅)min and (⋅)max represent the minimum and maximum 
limits, respectively. Only the total plasma current actuator rate 
is constrained, and this constraint is given by

− ⩽ ⩽′ ′I
I

t

d

d
Ip p

u
,max

d p
,max (29)

where ′Ip
d
,max and ′Ip

u
,max are the maximum Ip ramp-down and 

ramp-up rates, respectively. The actuator constraints (26)–
(29) can be combined together and written in terms of the to-
be-optimized parameters θ in a compact matrix form as

θ ⩽A b .u u
lim lim (30)

3.1.5. Plasma state and MHD stability constraints. The MHD 
stability limit related to the plasma magnetic state considered 
in this work is expressed as

( ) ⩾q t q ,min min
lim (31)

where ρ( ) = { ( ˆ )q t q tmin ,min } and qmin
lim is a constant chosen to 

be slightly greater than one to avoid the onset of sawtooth 
oscillations. In order for the plasma to remain in the H-mode 
operating regime, the net power across the plasma surface 
(Pnet) must be greater than a threshold power (Pthreshold), i.e.

( ) ⩾ ( )P t P t ,net threshold (32)

where

τ
( ) = ( ) − =

( )
P t P t

E
t

E
t

d
d

net tot
E

and the threshold power is given in [47, 48]. The final MHD 
stability limit considered in this work is given by

( ) ⩽ ( )n t n t ,e20 g (33)

where ( )n te20  is the line average electron density in 1020 m−3,

π
( ) = ( )[ ]

n t
I t

a

MA
g

p
2

is the Greenwald density limit [49] and a is the plasma minor 
radius. We next chose to formulate the constraints (31)–(32) 
as integral constraints [50]. This provides us with the ability to 
reduce the number of constraints imposed on the optimization 
problem solution. An example of this is given for constraint 
(31) as

∫= { − ( )} ⩽c q q t tmax 0, d 0.q
t

t
lim

min
lim

min
0

f

 (34)

The plasma state and MHD stability constraint (32) can be 
written in the form of (34) and combined together and written 
in a compact matrix form as

( ( )) ⩽c x t 0.mhd
lim (35)

As the MHD stability constraint (33) depends directly on 
the to-be-optimized parameters θ, it is included in the formu-
lation of the actuator constraints (30).

3.1.6. Optimization problem statement and solution 
method. The nonlinear, constrained, actuator trajectory opti-
mization problem is now to determine the to-be-optimized 
parameters θ that minimize cost functional (18) subject to the 
plasma dynamics (22), the control actuator trajectory param-
eterization (25), the actuator constraints (30), and the plasma 
state and MHD stability constraints (35). This optimization 
problem is written mathematically as

( ) = ( ( ) ( ))
θ

J t J x t x tmin ˙ , ,f f f (36)

such that

θ

θ

= ( )
( ) = Π( ) ˜

⩽
( ( )) ⩽

ψx F x u

u t t

A b

c x t

˙ , ,

,

,

0.

E

u u

,

lim lim

mhd
lim

 (37)

We solve this optimization problem by employing a 
method called sequential quadratic programming (SQP) [11]. 
The SQP solution method is predicated on determining a local 
minimizer of the nonlinear program (NLP) (36)–(37) by iter-
atively solving a sequence of quadratic programs (QPs). At 
each iteration we have a current estimate of a local minimizer 
of the NLP and a QP which minimizes a quadratic approxi-
mation of the original system Hamiltonian subject to a linear 
approximation of the system constraints around the current 
estimate. The solution of each QP then yields a step toward 
the solution of the original NLP. An overview of SQP is pro-
vided in appendix A.

3.2. Design and experimental testing of optimized  
feedforward trajectories

We now solve the actuator trajectory optimization problem 
(36)–(37) to reach a target plasma state (such that the 
achieved state is in a stationary condition) at a time tf 
during the plasma discharge by employing the SQP solution 
method. The optimization is carried out over the time interval 
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= ∈ [ ] = [ ]t t t t, 0.5, 3.0opt 0 f  s. We begin by parameterizing the 
ith actuator trajectory by =n 6pi

 discrete parameters at the 
time points = [ … ]t 0.5, 1.0, , 3.0pi

 s. Next, the components 
of the total parameter vector (24) that are fixed, or not to be 
optimized, are chosen as discussed in section 3.1.3. First, the 
total gyrotron power, ( )P tectot , is chosen to be evenly distrib-
uted amongst the individual gyrotron launchers. Additionally, 
as the gyrotrons have a limited amount of total energy that 
they can deliver in a plasma discharge, they are set to be 
inactive during the time interval ∈ [ )t 0.5, 2.5  s so that they 
have the potential to be used at full power for the remainder 
of the discharge. Second, in order to acquire diagnostic data 
to reconstruct the q profile, the 30L/R neutral beam powers 
are fixed at a constant 1.1 MW (30L is indeed used for MSE 
diagnostics but 30R is constrained by phase requirements). 
Third, density control is challenging in experiments due to 
large particle recycling at the tokamak wall and to the dif-
ficulty of pumping particles out of the machine. Therefore, 
the line average electron density trajectory is chosen to not be 
optimized and is specified as follows: linearly ramped up from 
an initial value of ( ) = ×n 0.5 2 10e

19 m−3 to a final value of 
( ) = ×n 2.0 4.2 10e

19 m−3 and then held constant. Finally, all of 
the actuator values at the initial time t0   =   0.5 s and the value 
of the total plasma current at the time =t 3.0f  s are chosen 
to be fixed, i.e. they are not optimized. The vector of to-be-
optimized parameters is then given by

θ = [ ( ) ( ) ( ) …
( ) ( ) … ( )]

P P P

P I I

2.5 , 3.0 , 1.0 , ,

3.0 , 1.0 , , 2.5 ,
ec ec nbi

nbi p p

i

i

tot tot
 (38)

where ∈ [ ]i 150L/R, 330L/R , respectively. The value and 
shape of the q profile in the center of the plasma (typically 
in the spatial domain ρ ∈ [ ]ˆ 0, 0.4 ) is important to achieving 
and maintaining high performance plasmas [4, 5]. As a result, 
the weight function ρ( )W ˆq  in (19) is chosen to place more 
emphasis on achieving the target q profile in the inner region 
of the plasma (ρ ∈ [ ]ˆ 0, 0.4 ) than in the outer region.

The optimized parameters (38) (and associated actuator 
trajectories) determined by solving the optimization problem 
(36)–(37), with the target plasma state ( ρ( )q ˆtar  and βN

tar) chosen 
to be the q profile and βN experimentally achieved at 3.0 s 
in DIII-D shot 150320, are shown in figure 2. First, the total 
plasma current is ramped up at the maximum allowable rate, 
which is set to avoid triggering tearing modes due to a loss 
of magnetic shear near the plasma boundary, and exhibits a 
slight overshoot before settling to the specified final value. 
Second, the off-axis neutral beam power (Pnbi150L/R) is gradually 
increased to the maximum allowable value during the time 
interval ∈ [ ]t 1.5, 3  s to set up a stationary plasma state with 
off-axis auxiliary current drive, which is needed to achieve 
the target q profile in the plasma core. Third, the maximum 
amount of electron cyclotron power is injected into the plasma 
with the same objective, as well as to reach the target βN. 
Finally, a moderate amount of on-axis neutral beam power 
(Pnbi330L/R) is injected into the plasma during the time interval 
∈ [ ]t 2, 3  s to set up a stationary state before settling to a rela-

tively small value that is needed to achieve the target βN. As 

shown in figure 3, the optimized actuator trajectories satisfy 
the H-mode threshold (32) and density limit (33) constraints 
that are imposed on the solution of the optimization problem 
(36)–(37).

The actuator trajectories shown in figure  2 were tested 
through simulation with the physics-based model of the 
plasma dynamics (described in section  2) and experimen-
tally in DIII-D during shot 154684. As the optimized tra-
jectories were designed to achieve a target plasma state at 
the time =t 3.0f  s in such a way that the achieved state is as 
stationary in time as possible, the actuator values were held 
constant from the time tf until the end of the discharge. It is 
important to note that the optimized trajectories represent 
the references to the dedicated control loops that command 
the DIII-D physical actuators, and, as shown in figure 2, the 
dedicated control loops were able to follow the requested 
trajectories reasonably well. However, during DIII-D shot 
154684, one of the gyrotrons faulted at approximately 
3.8 s, the 150R neutral beam injector was saturated at its 
upper limit after 2.75 s, and the control loop commanding 
the 150L neutral beam injector was not able to follow the 
request after 2.5 s.

Time traces of q at various radial locations, a time trace 
of βN, and a comparison of the target, physics-based model 
predicted and experimentally achieved q profiles at various 
times are shown in figure 4. As shown in the figure, the opti-
mized trajectories were able to drive the experimental plasma 
as close as possible to the desired stationary q profile at 3.0 s. 
However, at 2.3 s, MHD instabilities developed and persisted 
for the remainder of the discharge. The MHD instabilities 
degraded the plasma confinement characteristics (shown in 
the immediate reduction of βN once the modes develop) and 
resulted in the inability to experimentally achieve the target 
βN and maintain the target q profile in the plasma core after 
4.0 s. However, through simulation with the physics-based 
model, it was shown that the optimized trajectories were 
able to steer the simulated plasma to the stationary target in 
the absence of MHD modes. Finally, note the good agree-
ment between the simulated (red dashed line) and experi-
mental (black dash–dotted line) q profile evolution during 
the time interval ∈ [ ]t 0.5, 4.0  s, which provides confidence 
in the ability of the physics-based model to satisfactorily pre-
dict the evolution of the plasma for control algorithm design 
purposes.

3.3. Discussion and implications of optimized actuator  
trajectory testing results

As a result of the MHD instabilities that developed during 
the experimental test of the optimized trajectories, the target 
βN was not able to be achieved and the target q profile was 
unable to be maintained in a stationary condition. Therefore, 
to compensate for external disturbances (such as a reduction 
in confinement) and actuation limitations (either in regulation 
or faults), the feedforward trajectories need to be integrated 
together with a feedback control scheme, as discussed in the 
next section, to improve the ability to robustly achieve plasma 
target conditions.
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4. Physics-model-based feedback control design

We begin the design process by converting the physics model 
that describes the poloidal magnetic flux profile evolution 
in the tokamak (the magnetic diffusion equation  (4)) into a 
form suitable for feedback control design. In this work, we 
chose to model the kinetic plasma parameters (electron den-
sity, electron temperature and plasma resistivity) as a nom-
inal model plus a bounded uncertain model. We then employ 
robust control techniques [52] to design a feedback controller 
that achieves a desired closed-loop performance while guar-
anteeing that the controller maintains closed-loop system sta-
bility for the range of the kinetic plasma parameters captured 
by the uncertain models.

Towards this goal, ranges in which the electron density 
and electron temperature profiles are expected to be in typ-
ical DIII-D advanced scenarios are shown in figures 5(a) and 
(b). For feedback control design, these plasma parameters are 
modeled as

ρ ρ ρ δ( ) = ( ) + ( )n n nˆ ˆ ˆ ,ne e
nom

e
unc

e (39)

ρ ρ ρ δ( ) = ( ) + ( )T T Tˆ ˆ ˆ ,Te e
nom

e
unc

e (40)

where the nominal (ne
nom, Te

nom) and uncertain (ne
unc, Te

unc) 
profiles are defined in terms of the maximum and minimum 
profiles shown in figures 5(a) and (b) and the uncertain param-
eters δne and δTe satisfy the conditions δ ⩽ 1ne  and δ ⩽ 1Te . The 
plasma resistivity is inversely related to the electron tem-
perature (minimum resistivity is defined by the maximum 
electron temperature), and the resistivity range is shown in 
figure  5(c). Additionally, the parameters Te  and n1/ e (note 
that ∝j T n/nbi e e and ∝j T n/ec e e (see (13))) are related to the 
electron temperature and density, respectively. For feedback 
control design, these parameters are modeled as

η ρ η ρ η ρ δ( ) = ( ) + ( )ˆ ˆ ˆ ,T
nom unc

e (41)

Figure 2. Optimized and physically achieved (DIII-D shot 154684) actuator trajectories: (a) total plasma current, (b) total electron 
cyclotron power (set to be inactive during the time interval ∈ [ )t 0.5, 2.5  s because of the limited amount of total energy that the gyrotrons 
can deliver in one discharge), and (c)–( f ) individual neutral beam injection powers. Actuator limitations (either in regulation or faults) 
are indicated in the respective figures. Additionally, the actuator magnitude (solid green) and rate (dashed green) limits applied on the 
optimization problem solution are also shown. The actuator trajectories are represented by a finite number of parameters (optimized 
parameter denoted by red circle) and the associated actuator trajectories (red line) are determined by linear interpolation during the time 
intervals between the individually optimized parameters.
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ρ ρ ρ δ( ) = ( ) + ( )′ ′T T Tˆ ˆ ˆ ,Te e
nom

e
unc

e (42)

ρ ρ ρ δ( ) = ( ) + ( )′ ′n n n1/ ˆ ˆ ˆ ,ne e
nom

e
unc

e (43)

where the nominal (ηnom, ′Te
nom , ′ne

nom ) and uncertain (ηunc, 
′Te

unc , ′ne
unc ) profiles are defined in terms of the maximum and 

minimum profiles shown in figure 5. The plasma resistivity 
and Te  dependence on the electron temperature is modeled 
to first order to simplify the feedback control design process.

Combining the magnetic diffusion equation  (4) with the 
noninductive current-drive models (12)–(14) and the uncer-
tain models (39)–(43), we obtain the PDE model of the 
poloidal magnetic flux dynamics used for feedback control 
design, which is expressed as

⎛
⎝⎜

⎞
⎠⎟

⎡
⎣
⎢⎢

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟
⎤
⎦
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⎛
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⎞
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⎡
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L

L L L

∑

ψ η η δ
μ ρ ρ ρ

ρ ψ
ρ

η η δ δ

δ

δ

η η δ ψ
ρ

δ
ρ

δ
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δ
ρ

δ

∂
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= ( + ) ∂
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+ ( + ){ + }

× ( + ) ( )
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+ ( + ) ∂
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× ( + ) ∂
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{ + }
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{ + }
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t F
FGH

R H n n

T T j P t

T T j P t

k R H

F

T T n n

n n T T

ˆ
1
ˆ ˆ
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ˆ

ˆ

ˆ

ˆ ˆ

2
ˆ

2

ˆ
,

T

b

T n

T

T
i

i i

T

T n

n T

nom unc

0
2 2

0
nom unc

e
nom

e
unc

e
nom

e
unc

ec
ref

ec

e
nom

e
unc ref

J keV 0
2 nom unc 1

31 e
nom

e
unc

e
nom

e
unc

31 32 34

e
nom

e
unc

e
nom

e
unc

e

e e

e tot tot

e

e

e e

e e

 
(44)

where ∈ { }i nbi , nbi , nbi30L/R 150L/R 330L/R . Additionally, for 
feedback control design, the plasma stored energy dynamics 
(6) are approximated as

∑τ τ
= −

( )
+ ( ) = −

( )
+ ( )E

t
E

t
P t

E
t

P t
d
d

,
i

i
E

aux
E

 (45)

where ∈ { }i ec , nbi , nbi , nbitot 30L/R 150L/R 330L/R . In (45), we have 
neglected the ohmic and radiated powers to simplify the feed-
back design as they are typically small compared to the auxil-
iary heating power in the scenarios considered. From (1), we 
see that the q profile is inversely related to the spatial gradient 
of the poloidal stream function, which we define as

θ ρ ψ
ρ

ρ( ) ≡ ∂
∂

( )t tˆ,
ˆ

ˆ, , (46)

and after some mathematical manipulations, a PDE governing 
the evolution of θ can be obtained from (44). In order to facili-
tate the feedback control design, the θ PDE is spatially dis-
cretized by employing a finite difference method to obtain an 
ordinary differential equation model defined by

θ θ δ= ( )θf uˆ̇ ˆ, , , (47)

where Rθ θ θ= [ … ] ∈−θ
θˆ , , m

n
2 1

T  is the magnetic state 
vector, θi, for = … −θi m2, , 1, is the value of θ at the 
ith node, R= [ ] ∈u P P P P I, , , ,ec nbi nbi nbi p

T 8
tot 30L/R 150L/R 330L/R  

is the input vector, the uncertain parameter vector is 
, , , ,T n T n T T n

2 2 T 5
e e e e e e eδ δ δ δ δ δ δ δ= [ ] ∈R , R∈θ

θf n  is a nonlinear  
function of the plasma magnetic states, control inputs and 
uncertain parameters, = −θ θn m 2 and θm  is the number of 
equally spaced nodes used to represent the spatial domain. By 
defining the plasma state vector as Rθ= [ ] ∈ +θx Eˆ, n 1, we can 
write the magnetic and kinetic state dynamics as

R
⎡

⎣

⎢⎢⎢

⎤

⎦

⎥⎥⎥∑
θ δ

τ

δ=
( )

−
( )

+
= ( ) ∈

θ

θ

=

+θx

f u

E
t

u
F x u˙

ˆ, ,

, , .

i i
E

n

E 1

7 ,
1 (48)

We define a nominal equilibrium point of the system  
(48) as

= ( ) =θx F x u˙ , , 0 0,Eeq , eq eq (49)

and a model suitable for tracking control design can be obtained 
by defining the perturbation variables ˜( ) = ( ) −x t x t xeq and 

( ) = ( ) −u t u t ufb eq, where ˜( )x t  is the deviation away from the 
equilibrium state and ( )u tfb  is the output of the to-be-designed 
feedback controller. Linearizing (48) with respect to the state 
(x) and control input (u) around an equilibrium point defined 
by (49), we obtain

δ+ = ( ) + ∂
∂

+ ∂
∂θ

θ

δ

θ

δ( ) ( )
x x F x u

F

x
x

F

u
u˙ ˜̇ , , ˜ .E

E

x u

E

x u
eq , eq eq

,

, ,

,

, ,
fb

eq eq eq eq

 (50)
By employing (49), we express (50) as

δ δ˜ = ( ) ˜ + ( ) +
= ˜

δx A x B u d

y x

˙ ,

,
fb

 (51)

where δ( )A  and δ( )B  are the Jacobians ∂ ∂θF x/E,  and ∂ ∂θF u/E,  
evaluated at ( δx u, ,eq eq ) and δ= ( )δ θd F x u, ,E, eq eq  is a distur-
bance. The model (51) contains the physics information of 

Figure 3. H-mode threshold (32) and density limit (33) conditions 
achieved with the actuator trajectories shown in figure 2 that are 
obtained by solving the optimization problem (36)–(37).
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how the control actuators, as well as the uncertain parameters 
δne and δTe, influence the poloidal flux gradient profile and 
stored energy dynamics, and this information is embedded 
into the feedback controller by employing robust control 
design techniques [52].

The target plasma state evolution is prescribed by a refer-
ence vector r(t), and it is desired that the system output y(t) 
is driven to the target evolution. Therefore, we define the 
tracking error e(t) as

= −e r y. (52)

The feedback control objectives are to (i) maintain 
a small tracking error for any external reference input 
(r), (ii) reject the effects of any external disturbance 
input ( δd ) and (iii) utilize as little feedback control effort 
(ufb) as possible. This control problem can be expressed  
mathematically as

∥ ∥∞Tmin ,
K

zw (53)

where K is the feedback controller, the function Tzw represents 
the influence the parameters r and δd  have on the parameters 
e and ufb in closed-loop and ∥⋅∥∞ denotes the ∞H  norm [52]. 
Note that Tzw is dependent on both the system model (51) and 
the feedback controller K. The feedback controller is then 
obtained by solving (53). The controller is designed for tighter 
regulation of the q profile in the plasma core (ρ ∈ ( ]ˆ 0, 0.3 ) and 
near the plasma boundary (ρ ∈ [ )ˆ 0.85, 1 ), as the q-value in 
these regions intimately affects plasma stability and perfor-
mance. Additionally, the controller is designed to ensure that 
the closed-loop system remains stable for the ranges of the 
kinetic plasma parameters shown in figure 5, which provides 
confidence that the controller can be utilized in a variety of 
operating conditions. The interested reader is directed to [53, 
54], where a mathematical derivation of (53) is provided.

Figure 4. Simulated and experimental (DIII-D shot 154684) testing of optimized actuator trajectories: (a)–(e) time traces of q at 
ρ =ˆ 0.1, 0.2, 0.3, 0.4, 0.9, ( f ) time trace of βN, and (g)–(i) q profile at t   =   3.0,4.0, and 6.0 s. The solid green line denotes the onset of MHD 
instabilities during DIII-D shot 154684. Approximate error bars for the measured q profiles (obtained from real-time EFIT (rtEFIT) [51]) 
are shown by the gray-shaded regions.
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Figure 5. Plasma parameter uncertainty ranges in DIII-D H-mode scenarios: (a) electron density, (b) electron temperature, and (c) plasma 
resistivity. Nominal values, solid; minimum/maximum values, dashed.
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5. Performance testing of q profile feedback control 
algorithm in DIII-D experiments

In this section, we test the ability of a q profile feedback control 
algorithm [53] (not including E feedback control) to reach, and 
subsequently maintain, a target safety factor profile in H-mode 
experiments in the DIII-D tokamak. While in future tokamak 
operation the objective will be to combine the optimal feed-
forward controller introduced in section  3 with the feedback 
controller presented in section 4, we employ in this section feed-
forward control inputs that are not optimal in order to facilitate 
the evaluation of the feedback controller performance. The q 
profile controller is designed by focusing on (47). To ensure that 
the closed-loop system remains well behaved in the presence 
of actuator magnitude saturation, the controller is augmented 
with an anti-windup compensator [55]. We employ the general 
framework for real-time feedforward + feedback control of mag-
netic plasma profiles implemented in the DIII-D plasma control 
system (PCS) [37] to test the control algorithm. The feedback 
controller is implemented with a sampling time of 20 ms based 
on the modulation of the 30L/R neutral beam sources (which are 
not used for feedback control, i.e. =u 0fb  for Pnbi L R30 / ) that are 
used to acquire diagnostic data to reconstruct the q profile using 
the rtEFIT equilibrium reconstruction code [51].

5.1. Reference tracking experimental testing of q profile 
controller

In a DIII-D discharge, robust tracking of a stationary target 
q profile was obtained in the presence of external plasma 

disturbances. In DIII-D shot 154359, the q profile feedback 
controller (not including E feedback control) was tested in a 
feedforward + feedback target tracking experiment. The target 
q profile ( ρ( )q tˆ,tar ) was obtained from the q profile achieved in 
DIII-D shot 150320 ( ρ( )q tˆ,320 ) as follows:

ρ ρ

ρ ρ ρ ρ

ρ ρ

( ) = ( ) ∈ [ ]

( ) = ( ) + [ ( ) − ( )] ( − )
( − )

∈ ( )
( ) = ( ) ∈ [ ]

q t q t t

q t q q q
t

t

q t q t

ˆ, ˆ, over  0.5, 2.0 s,

ˆ, ˆ, 2 ˆ, 5 ˆ, 2
2

5 2

over  2.0, 4.0 s,

ˆ, ˆ, 5.0 over  4.0, 6.0 s.

tar 320

tar 320 320 320

tar 320

The feedforward component of the control input was 
chosen to be the actuator trajectories achieved in DIII-D shot 
150320 ( ≃I 1.04p  MA, ≃ϕB 1.66,0  T, ≃q 1.5min , ≃q 1.60 , 

≃q 5.195 , β ≃ 3.1N ). Following the discussion in section 3.1, 
it must be said that another key physics goal of plasma profile 
control is to be able to robustly reproduce target scenarios and 
enable controlled variation of specific characteristics of the 
profiles through feedback to better elucidate physics.

A comparison of the target and experimentally achieved 
(154359) q profiles at various times, time traces of q at various 
radial locations and a comparison of the actuator trajectories 
are shown in figure 6. As shown, the controller was able to 
drive the q profile to the target (specifically in the spatial 
regions where the tracking performance was more heavily 
weighted (ρ ∈ ( ]ˆ 0, 0.3  and ρ ∈ [ )ˆ 0.85, 1.0 )) and achieve a rela-
tively stationary condition in the presence of perturbations 
in the initial conditions and actuator regulation disturbances. 

Figure 6. Experimental testing of q profile feedback controller during DIII-D shot 154359: (a)–(c) q profile at t   =   2.5, 4.5, and 5.5 s, 
(d)–( f ) time traces of q at ρ =ˆ 0.1, 0.3, and 0.9, and (g)–(i) comparison of actuator trajectories ( = +P P Pnbi nbi nbioff 150L 150R). Approximate 
error bars for the measured q profiles (obtained from rtEFIT [51]) are shown by the red-shaded regions. Actuator limits are denoted by the 
green cross.
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During the feedback-controlled discharge (154359), (1) the 
30L/R neutral beam injectors were utilized at a constant 
power (total of 2 MW) to acquire diagnostic data, (2) the 330L 
neutral beam injector and the gyrotron launchers were una-
vailable for feedback control due to errors in the setup, (3) 
the 330L NBI delivered a constant 1.9 MW of power during 
the time interval ∈ [ ]t 2.5, 6.0  s and (4) the gyrotrons deliv-
ered a constant 1.6 MW of power during the time interval 
∈ [ ]t 2.5, 3.0  s and a constant 1.2 MW during the time interval 
∈ ( )t 3.0, 6.0  s. During the target discharge, (1) the power in 

the 30L/R neutral beam injectors was increased from a low 
value (total of 1.2 MW) to a high value (total of 3.2 MW) 
at 3.0 s, (2) the 330L NBI delivered a constant 1.7 MW of 
power during the time interval ∈ [ ]t 2.5, 6.0  s and (3) the gyro-
trons delivered a constant 2.8 MW of power during the time 
interval ∈ [ ]t 2.5, 6.0  s. Additionally, the flattop line average 
electron density was approximately 5% lower in the feedback-
controlled discharge (154359) than in the target discharge 
during the approximate time interval ∈ ( )t 3.7, 5.4  s. The con-
troller utilized the total plasma current to regulate the q profile 
near the plasma boundary (figures 6( f ) and (g)) and modu-
lated the mix of the on-and-off axis auxiliary current drives 
that were available for feedback control to track the target q 
profile in the plasma core (figures 6(d), (e), (h) and (i)). First, 
during the time intervals ∈ [ ]t 0.5, 2.0  s and ∈ ( )t 4.0, 5.0  s, the 
q-value in the plasma core was above the target. In response 
to this tracking error, the feedback controller decreased the 
off-axis neutral beam injection power (Pnbioff) and increased 
the on-axis neutral beam power (Pnbi330R) to track the target q 
profile in the plasma core. Second, during the time intervals 
∈ ( ]t 2.0, 4.0  s and ∈ [ ]t 5.0, 6.0  s, the q-value in the plasma 

core was below the target. In response to this tracking error, 
the feedback controller increased the off-axis neutral beam 
injection power (Pnbioff) and decreased the on-axis neutral 
beam power (Pnbi330R) to track the target q profile in the plasma 
core. Finally, as shown in figure  7(a), the achieved βN was 
relatively close to the target even though it was not feedback 
controlled. This resulted in similar bootstrap current profiles 
in the target and feedback-controlled (154359) discharges, as 
shown in figure 7(b).

5.2. Disturbance rejection experimental testing of q profile 
controller

In another DIII-D discharge, rejection of a disturbance pur-
posely introduced in the initial q profile was obtained exclu-
sively through feedback actuation. In DIII-D shot 154692, 
the q profile feedback controller (not including E feedback 
control) was tested in a pure feedback disturbance rejection 
experiment. The q profile evolution achieved in DIII-D shot 
154358 was chosen as the target ( ≃I 1.02p  MA, ≃ϕB 1.68,0  T, 

≃q 1.7min , ≃q 1.90 , ≃q 5.2595 , β ≃ 3.3N ). A significant distur-
bance (low relative to the target) in the q profile at 0.5 s (when 
the feedback controller was turned on) was introduced to the 
plasma by delaying the time at which the plasma transitioned 
from the low confinement to the high confinement operating 
regime. This delay resulted in the inductive component of the 
plasma current profile diffusing in towards the center of the 

plasma at a faster rate than in the target shot. The feedforward 
component of the control input was frozen after 1.6 s; there-
fore, the achieved profile regulation was obtained exclusively 
through feedback.

A comparison of the target and experimentally achieved 
(154692) q profiles at various times, time traces of q at var-
ious radial locations and a comparison of the actuator tra-
jectories are shown in figure 8. As shown in the figures, the 
controller was able to reject the effects of the initial condi-
tion error and drive the q profile to the target during the time 
interval ∈ [ ]t 0.5, 3.5  s in the presence of actuator regulation 
disturbances. In the feedback-controlled discharge (154692) 
the gyrotrons were unavailable for feedback control due to 
errors in the setup and did not deliver any power to the plasma, 
while in the target discharge the gyrotrons delivered a con-
stant 3 MW of power during the time interval ∈ [ ]t 2.5, 6.0  s. 
Additionally, the flattop line average electron density in the 
feedback-controlled discharge (154692) was approximately 
5–10% lower than in the target discharge during the approxi-
mate time interval ∈ ( )t 3.0, 5.0  s. Figures  8(g)–(i) also 
show that the feedforward control inputs were frozen after 
1.6 s (feedforward Ip fixed at 0.8 MA and no feedforward 
modulation of the beam powers). The controller utilized the 
actuators to regulate the q profile across the spatial domain 
in the same way as in the previously discussed feedback 

Figure 7. Comparison of (a) βN and (b) bootstrap current profile  
jbs (computed by TRANSP [8]) at 4.0 s. The bootstrap fraction in the  
target discharge was =f 38bs % and that in the feedback-controlled 
discharge (154359) was =f 39bs % at 4.0 s. The bootstrap fraction 

is defined as =f I I/bs bs p, where ∫ ρ
ρ

ρ= ( )I j
S

ˆ
d
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experiment (figures 8(d)–(i)). However, even though the 
controller requested the maximum amount of off-axis aux-
iliary current drive during the time interval ∈ [ ]t 4.0, 6.0  s, 
the q profile in the plasma core was unable to be maintained 
at the target. As shown in figure 9(a), the achieved βN was 
relatively far away from the target during the time interval 
∈ ( ]t 3.0, 5.5  s. This resulted in a lower bootstrap current pro-

file in the feedback-controlled discharge (154692) relative to 
the target as shown in figure 9(b). As the bootstrap current is 
an off-axis source of current, a lower bootstrap current may 
have contributed to the inability to maintain the q profile in 
the plasma core at the target during the feedback-controlled 
experiment (154692).

6. Simulation testing of integrated q profile + E 
controller

In the previous section, the q profile controller was shown to 
be able to effectively control the q profile when βN is rela-
tively close to the target. This indicates that an important 
aspect of achieving robust scenario execution is the need to 
simultaneously achieve a target q profile and βN. In this sec-
tion, a q profile + E feedback controller [53] is tested through 
simulations based on the physics-based model of the plasma 
poloidal magnetic flux profile and stored energy dynamics 
described in section 2. The integrated controller is designed 
by focusing on (48). First, a target q profile and βN evolution 
is obtained by executing a feedforward-only simulation with 
the control input trajectories and initial conditions ( ρ( )q ˆ, 0.5  

Figure 8. Experimental testing of q profile feedback controller during DIII-D shot 154692: (a)–(c) q profile at t   =   0.5,3.5 and 5.5 s,  
(d)–( f ) time traces of q at ρ =ˆ 0.1, 0.3 and 0.9, and (g)–(i) comparison of actuator trajectories ( = +P P Pnbi nbi nbion 330L 330R). Approximate 
error bars for the measured q profiles (obtained from rtEFIT [51]) are shown by the red-shaded regions. Actuator limits are denoted by the 
green cross.
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and β ( )0.5N ) achieved in DIII-D shot 150318 ( ≃I 1.04p  MA, 
≃ϕB 1.66,0  T, ≃q 1.5min , ≃q 1.60 , ≃q 5.295 , β ≃ 3.1N ). Second, 

a nominal q profile and βN evolution is obtained by executing 
a feedforward-only simulation with a nominal set of input 
trajectories and initial conditions. Finally, the ability of the 
algorithm to track the target evolutions that are obtained from 
the first simulation is determined by executing a feedforward 
+ feedback simulation with the nominal input trajectories 
and initial conditions that are used in the second simulation. 
During the feedback-controlled simulation, the controller is 
inactive during the time interval t   =   [0.5,2.0] s. Simulated 
white noise is added to both the feedforward + feedback and 
feedforward simulations to approximately replicate the noise 
level observed in the rtEFIT measurements during DIII-D 
operations.

A comparison of the target, feedforward + feedback con-
trolled and feedforward controlled q profiles at various times, 
time traces of q at various spatial locations and a time trace 
of the plasma βN are shown in figure 10. A comparison of the 
control inputs is shown in figure 11. As shown in the figures, 
the controller is able to drive the q profile and plasma βN to the 
target evolutions once it becomes active at 2.0 s in the presence 
of perturbations in the initial conditions and actuator regula-
tion disturbances. During the feedback-controlled simulation 
the 30L/R neutral beam injectors were utilized at a constant 
power, while during the target simulation the power in these 

beams was increased from a low value to a high value at 3.0 s 
(see figures 11(d) and (e)). Additionally, during the feedback-
controlled simulation, the flattop line average electron density 
was approximately 5–10% higher than in the target simulation 
(see figure 11(b)). In the feedback-controlled simulation, first, 
the controller decreases the total plasma current to eliminate 
the error in q near the plasma boundary (see figures 10(g) and 
(h) and 11(a)). Second, at approximately 2.5 s, the value of q 
in the plasma core evolves below the target value. In response, 
the controller decreases the on-axis auxiliary current drive 
(Pnbi330L/R) and increases the off-axis auxiliary current drive 
(Pectot and Pnbi150L/R) to track the target q profile in the plasma 
core (see figures  10(d)–( f ), 11(c) and ( f )–(i)). Finally, in 
order to track the target plasma βN while maintaining good 
tracking of the q profile in the plasma core, the controller 
slowly increases the on-axis auxiliary heating (specifically 
Pnbi330R) beginning at approximately 3.25 s.

7. Conclusions and discussion

The reported advances demonstrate the potential that the 
physics-model-based profile control has to provide a system-
atic approach for the development and robust sustainment 
of advanced scenarios in DIII-D. These control algorithms 
also enable detailed study of the accuracy and validity of 

Figure 10. Simulation testing of q profile + E feedback controller: (a)–(c) q profile at various times, (d)–(h) time trace of q at various 
spatial locations, and (i) time trace of plasma βN. The gray-shaded region indicates when the feedback controller is inactive. (a) ρ( )q ˆ, 2  
{FB–OFF}. (b) ρ( )q ˆ, 4  {FB–ON}. (c) ρ( )q ˆ, 5.5  {FB–ON}. (d) q(0.1,t). (e) q(0.2,t). ( f ) q(0.3,t). (g) q(0.7,t). (h) q(0.95,t). (i) β ( )tN .
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the relevant models themselves and can help clarify physics 
aspects important to robust scenario execution. A numerical 
optimization algorithm was developed to complement the 
experimental effort of advanced scenario planning in the 
DIII-D tokamak. At the core of the optimization algorithm 
is a nonlinear, physics-based, control-oriented model of the 
plasma dynamics. One direction of future work is to extend 
the physics-based model by coupling the poloidal magnetic 
flux profile dynamics with the distributed dynamics of the 
electron temperature profile in order to better represent the 
effect the q profile has on plasma transport [56]. The opti-
mized actuator trajectories were successfully tested through 
simulation, and an experimental test in DIII-D demonstrated 
the ability of the optimized trajectories to steer the plasma to a 
target stationary q profile. However, as observed in the experi-
mental test, access to advanced scenarios can be limited by 
triggering MHD instabilities. Therefore, a second direction of 
future work is to formulate additional plasma state constraints 
that can be imposed on the optimization problem solution to 
maintain distance from critical MHD stability limits, such as 
classical and neoclassical tearing modes.

As a result of the MHD instabilities that developed during 
the experimental test, the optimized feedforward trajectories 
were not able to achieve the target βN and maintain a stationary 
q profile for the entirety of the plasma discharge. Therefore to 

account for external plasma disturbances and actuation limita-
tions, a feedback control scheme was developed to control the 
q profile. The feedback controller was designed to be robust 
to uncertainties in the electron density, the electron tempera-
ture and the plasma resistivity, which provides confidence 
that the controller can be used in a variety of operating con-
ditions. In this work, uncertainties in the plasma resistivity 
due to variations in the electron temperature were considered. 
Uncertainties in the plasma resistivity due to variations in Zeff, 
as well as uncertainties in the energy confinement (represented 
by an uncertain HH98(y,2) factor), could be incorporated into 
the formulation of the control design problem in a relatively 
straightforward manner. The ability of the q profile feedback 
controller (not including energy control) to improve the ability 
to robustly achieve plasma target conditions was tested in 
DIII-D experiments. The q profile controller was shown to be 
able to effectively control the q profile when βN is relatively 
close to the target. Therefore, these experiments indicate that 
another important aspect of achieving robust scenario execu-
tion is the need to simultaneously achieve a target q profile 
and βN. Through simulations, the ability of an integrated q pro-
file and stored energy feedback controller to track a desired 
target was demonstrated. Another direction of future work is to 
experimentally test the performance of the combined q profile 
and stored energy controller in DIII-D experiments.

Figure 11. Simulation testing of q profile + E feedback controller: actuator trajectory comparison (actuator limits in solid green). The 
shaded gray region denotes when the feedback controller is not active. Note that the gyrotrons become available at 2.5 s and that the  
line average electron density and the 30L/R neutral beam lines are not feedback controlled. (a) ( )I tp . (b) ( )n te . (c) ( )P tectot . (d) ( )P tnbi30L .  
(e) ( )P tnbi30R . ( f ) ( )P tnbi150L . (g) ( )P tnbi150R . (h) ( )P tnbi330L . (i) ( )P tnbi330R .
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The development of these profile control capabilities not 
only may help achieve physics objectives on DIII-D, but also 
will help to evaluate a control scheme that potentially can be 
utilized in future experiments and fusion power plants. The 
control scheme developed in this work is readily adaptable to 
a given operating scenario in a given machine of interest due 
to the strong first-principles dependence of the modeling and 
design approach used to synthesize controllers. The devel-
oped feedforward + feedback scheme has been employed to 
improve the reproducibility of plasma startup conditions on 
DIII-D by achieving a specified target q profile at the end of 
the current ramp-up phase [54, 57]. Additionally, feedback 
algorithms for profile control have been developed for tracking 
of q profile targets in NSTX-U H-mode scenarios [58] and in 
TCV L-mode scenarios [54, 59], simultaneous tracking of q 
profile and βN targets in ITER burning plasma H-mode sce-
narios [54, 60] and simultaneous tracking of q profile and Te 
profile targets in TCV L-mode scenarios [54, 61].
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Appendix A.  Overview of sequential quadratic 
programming

We provide an overview of the SQP solution method for a 
general NLP defined by

J( )z vmin , ,
v (A.1)

such that

( ) =f z v, 0, (A.2)

where J  is a scalar-valued function to be minimized, z 
is the system state, v is the manipulated control input and f 
is a general nonlinear function. To simplify the explana-
tion of the SQP technique, we only consider equality con-
straints in the form of (A.2). We begin by defining the system  
Hamiltonian as

H Jλ λ( ) = ( ) + ( )z v z v f z v, , , , ,T (A.3)

where λ is a to-be-determined Lagrange multiplier. An 
incremental change in the Hamiltonian with respect to changes 
in the parameters is given to first order by

H H H H λ= + + λz vd d d d ,z v (A.4)

where (⋅) = ∂(⋅)
∂i i

 for λ∈ [ ]i z v, , . At a local minimum 

λ( * * *)z v, , , Hd  must be zero for all increments zd , vd , λd . 
Therefore, the first-order optimality conditions for the NLP 
(A.1)–(A.2) are given by the nonlinear equations

H J

H J

H

λ λ

λ λ
λ

( * * *) = ( * *) + ( *) ( * *) =
( * * *) = ( * *) + ( *) ( * *) =
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z v z v f z v

z v f z v
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, , , , 0,

, , , 0.

z z
T

z

v v
T

v 

(A.5)

One approach to solving the NLP (A.1)–(A.2) is to assume 
we have an iteration

λ λ
ζ ξ σ

( ) = ( )
+ ( )

( + ) ( + ) ( + ) ( ) ( ) ( )

( ) ( ) ( )
z v z v, , , ,

, ,

k k k k k k

k k k

1 1 1

that is converging to the solution λ( * * *)z v, ,  of (A.5), where 
ζ ξ σ( )( ) ( ) ( ), ,k k k  are search directions. Assuming the current 

estimate λ( )( ) ( ) ( )z v, ,k k k  is close to λ( * * *)z v, , , we can linearize 
(A.5) around the current estimate, i.e.

H H
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(A.6)

where (⋅) = ∂ (⋅)
∂ ∂ij i j

2

 for λ∈ [ ]i z v, ,  and λ∈ [ ]j z v, , . From 

(A.5), we note that

H H H H H= = = = =λ λ λ λ λλf f 0,z z z v v v

which allows us to write (A.6) in matrix form as
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(A.7)

The search directions ζ ξ σ( )( ) ( ) ( ), ,k k k  can then be obtained 
by solving (A.7). It can be shown that the first-order opti-
mality condition of the QP

L ζ ξ( )
ξ

λ
( ) ( ) ( )( )

( ) ( ) ( )min , ,k k
z v, ,k

k k k (A.8)

such that
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with Lagrange multiplier σ ( )k , is given by (A.7). Therefore 
from the sequence of quadratic programs (A.8)–(A.9) 
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(denoted as QP(k)), which represent a quadratic approximation 
of H subject to a linear approximation of f around the current 
estimate λ( )( ) ( ) ( )z v, ,k k k , search directions for the original NLP 
(A.1)–(A.2) can be obtained.
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