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Abstract
Significant progress has been made on the DIII-D tokamak in the capability to control key plasma features and using
such control to expand the operational limits of stationary and steady-state tokamak operation. Recent experiments
have demonstrated the capability to suppress several key plasma instabilities of concern for ITER, including edge
localized modes, neoclassical tearing modes and resistive wall modes. In addition, the ability to regulate the rotation
and current density profiles through feedback control has been demonstrated. The use of these control techniques has
allowed an expansion of the envelope of viable, stationary tokamak operation, highlighted by the demonstration of
sustained (∼2 s) operation of βN ≃ 4 (50% above the no-wall stability limit) as well as fully noninductive operation
with β ≃ 3.5%. This development is supported by a vigorous basic fusion science programme, which has provided
new insights into turbulence dynamics over a large range in spatial scales, new measurements of the structure of
fast-ion instabilities and their effect on the fast-ion population and important information on the transport of carbon
and associated tritium co-deposition on plasma facing surfaces.

PACS numbers: 52.55.Fa, 28.52.Av, 52.35.Py, 52.55.Pi, 52.55.Rk

1. Introduction

Through the development and integration of advanced control
techniques and operating scenarios, the DIII-D research
programme has made significant progress in its mission to
develop the physics basis for the optimization of the tokamak
approach to fusion energy production. This optimization
requires a broad research programme capable of identifying
the key underlying physics issues and methods to control
them, developing and characterizing such tools and then
using these tools in a synergistic manner to develop operating
scenarios capable of sustained, high performance. In recent
years, research on DIII-D has pioneered the development,
established the feasibility and developed the physics basis
for several control tools important to the success of ITER.
In addition, the DIII-D Team has developed both stationary,
inductive scenarios with normalized performance consistent
with the Q = 10 baseline mission of ITER [1] and fully
noninductive plasmas with normalized performance in excess
of that required for the Q = 5 mission in ITER [1], providing
additional confidence that ITER can achieve its performance
objectives.

This paper presents results from DIII-D that highlight
the progress made in this optimization process within the
past two years. Previous overviews of the DIII-D research
programme can be found in [2–4]. In section 2, examples
of key control capabilities are presented including several
results on instability control and internal profile control. In
section 3, the present status of research aimed at providing
ITER with fully characterized scenarios for both its Q = 10
baseline mission and Q = 5 steady-state mission is discussed.
Finally, in section 4, examples of advances made in the basic
understanding of high-temperature fusion plasmas in areas
important to ITER are presented.

2. Plasma control

DIII-D is equipped with a unique set of control tools that allow
precise control of key aspects of plasma stability, transport and
current drive. A schematic of the various control capabilities
is shown in figure 1. Many of these actuators can be used
for multiple plasma control purposes, providing significant
experimental flexibility. A flexible set of non-axisymmetric
coils can be utilized for mitigating or suppressing both resistive
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Figure 1. Poloidal cross section of DIII-D showing some of the
available actuators and their primary application in plasma control.

wall modes (RWMs) and edge localized modes (ELMs) and
for general error field correction. High-power, localized
electron cyclotron current drive and heating (ECCD/ECH)
is utilized for controlling sawteeth and neoclassical tearing
modes (NTMs) as well as providing current profile control in
high performance plasmas. A flexible neutral beam injection
(NBI) system capable of co-, counter- and balanced neutral
beam injection provides fine control of the plasma rotation.
A suite of three divertor cryopumps enable excellent density
control in a variety of plasma shapes, which in turn is enabled
by an extensive poloidal field coil set, allowing comparative
studies with other devices and detailed studies of the effect
of the magnetic configuration on plasma performance. In
the following sections, these actuators are first described
(section 2.1) followed by a more detailed discussion of the
physics enabled by these tools, including high beta instability
control (section 2.2), RWM stabilization (section 2.2), ELM
suppression (section 2.3), disruption mitigation (section 2.4)
and profile control (section 2.5).

2.1. Control actuators

Two sets of non-axisymmetric coils (one internal to the vacuum
vessel and one external to the toroidal field coils) can be used
to add/reduce n = 1, 2 and 3 magnetic perturbations in DIII-D.
The internal coil set (known as the I-coils) is a set of 12 picture-
frame coils located in two arrays of six coils each above and
below the outboard midplane mounted on the inner wall of the
vacuum vessel with a maximum coil current of 7 kA [5]. Low
latency (∼50 µs) feedback control has been enabled by the
recent installation of 12 high bandwidth (>40 kHz) transistor
amplifiers [6]. The I-coils have been used successfully to
suppress key instabilities such as ELMs and RWMs. Recent
experiments have also shown that the degree of error field
correction possible with the I-coils is superior to that from
the external non-axisymmetric coil set [7]. The external set
(known as the C-coils) was originally designed [8] for flexible
error field correction [9] but has also been used extensively
for n = 1 and n = 3 magnetic braking experiments as well
as feedback stabilization of the n = 1 RWM. The C-coil
consists of six picture-frame coils located at the midplane, each
of which consists of four turns capable of 5 kA. These coils

are generally energized by three switching-power-amplifiers
(SPAs), which have a bandwidth of approximately 0.8 kHz.

The primary heating tool on DIII-D is NBI with seven
separate NBI sources providing up to 17.5 MW of heating.
Recently, two NBI sources were reoriented to provide ∼5 MW
of counter-injection (i.e. applied torque is in the direction
counter to the normal direction of the plasma current) [10].
With this reconfiguration, the applied torque can be maintained
at very low values while injecting up to ∼10 MW of total
NBI power. In addition, fine control of the plasma rotation
is now possible, enabling experimental studies of the role of
rotation in turbulence-driven transport and in certain aspects
of plasma stability. Each of the neutral beam sources can
be separately controlled by the DIII-D plasma control system
(PCS), thereby allowing independent control of the total input
power and torque. This capability has been used in a variety
of experiments ranging from basic studies of the impact of
rotation on confinement and stability properties (section 2.4.1)
to a detailed assessment of the rotation threshold for resistive
wall mode stabilization (section 2.2.2).

NBI heating is supplemented by ECCD/ECH [11]. For
the experiments described here, a maximum of ∼2.5 MW of
EC power was available, provided by five separate gyrotrons
at 110 GHz. The deposition location of each gyrotron
output is separately controlled by toroidally (current drive
versus heating) and poloidally (radial location) steerable
mirrors. While 2nd harmonic absorption is generally used, 3rd
harmonic absorption has also been shown to be effective for
electron heating purposes. As with the NBI systems, each of
the EC systems is independently controlled by the DIII-D PCS.
The EC’s ability to provide localized current drive or heating
enables a wide range of applications including: mitigation
or suppression of limiting instabilities such as sawteeth and
NTMs (section 2.2.1), off-axis current drive for controlling the
current density profile in steady-state scenarios (section 3.1)
and probing transport characteristics through localized heating.

DIII-D’s unique ability to control density in H-mode
plasmas has recently been extended to provide effective density
control in high-triangularity, lower single-null (LSN) and
double-null (DN) plasmas in conjunction with two existing
upper divertor cryopumps, which provide density control in
upper single-null (USN) plasmas. This was accomplished
by modifying the lower divertor configuration so that high-
triangularity plasmas could be coupled effectively to the lower
divertor cryopump [12]. All of these cryopumps provide
∼30 m3 s−1 of D2 throughput, enabling density control in a
wide range of plasma shapes and conditions (section 2.5.3).

A centralized framework for effectively utilizing these
actuators is provided by the DIII-D advanced digital PCS
[13], which provides a flexible environment in which to
develop and implement integrated, model-based, control
algorithms for these tools. Full digital architecture allows
for advances in real-time processing capability (29 parallel
processors presently used) and the rapid inclusion of diagnostic
inputs for feedback control. Control algorithms based
on physics models (e.g. modified Rutherford equation for
NTM control) are now readily available and undergoing
continuous refinement [14]. In addition, automated shutdown
algorithms are in use to avoid NTM-induced disruptions in high
performance plasmas. The real-time information available
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to the PCS for use in these control algorithms continues to
expand. For example, equilibrium reconstructions including
internal magnetic measurements using the motional Stark
effect (MSE) diagnostic [15] are available every 4–8 ms,
depending on the required accuracy for the application. Radial
profiles of the ion temperature and plasma rotation from
spectral analysis of charge-exchange recombination (CER)
spectroscopy measurements are also available in real-time
[16]. When processing the eight chords now included in
the PCS, toroidal rotation measurements are available every
10 ms, providing adequate sampling for precise, timely control.
Comparisons of this real-time CER analysis with standard
analysis techniques show extremely good agreement.

2.2. High β instability control

Because of the strong dependence of fusion power on the
achievable plasma pressure (Pfus ∝ β2 at constant toroidal
field), high β operation is a prerequisite for high fusion
gain and economical fusion power production. Operating
at sufficiently high β in ITER or any other fusion device to
achieve its fusion gain goals will require the capability to avoid
or suppress magnetohydrodynamic (MHD) instabilities that
limit the attainable pressure. Of utmost concern for ITER are
NTMs, which are predicted to limit the attainable β in the ITER
baseline (Q = 10) scenario, and RWMs, which are predicted
to limit the attainable β in the ITER steady-state (Q = 5)
scenario. Recent experiments on DIII-D have demonstrated
the capability to suppress each of these key instabilities by
external means. Furthermore, such suppression has allowed
sustained operation at significantly higher β values than would
be possible without suppression. In the best cases, the ideal
stability limit is approached with βN ∼ 4 sustained for nearly
2 s. Here, (βN = β/Ip/aBT) where β = 2µ0⟨p⟩/B2

T, ⟨p⟩ is
the volume-averaged kinetic pressure, Ip is the plasma current,
a is the plasma minor radius and BT is the toroidal magnetic
field.

2.2.1. Suppression of neoclassical tearing modes. The
m = 2/n = 1 NTM is expected to be the most significant
instability limiting the attainable β in the ITER baseline
(Q = 10) scenario [1]. In addition, there is a significant
risk of such an instability leading to a disruption. Hence, a
means to suppress and/or control this instability is essential
for the success of ITER. Previous experiments on DIII-D have
demonstrated the efficacy of using highly localized ECCD at
the q = 2 surface to stabilize the m = 2/n = 1 NTM [17].
Recent experiments (figure 2) have shown that once the NTM
is stabilized, the plasma pressure can be increased and then
maintained at the free-boundary stability limit, provided the
ECCD is applied locally to the q = 2 surface [18]. Various
control algorithms have been developed and tested to maintain
the ECCD deposition location optimally positioned to provide
sufficient current-drive in the NTM island region. In this case, a
‘search-and-suppress’ algorithm is initially used to provide the
proper alignment. This algorithm adjusts the q = 2 location
(through dynamic changes in the toroidal fieldBT) in a stepwise
fashion until the optimum location for NTM suppression is
found based on the tearing mode amplitude determined from
external magnetic probes [19]. Once the NTM is suppressed,

Figure 2. Temporal evolution of a discharge in which ECCD is
utilized to stabilize the m = 2/n = 1 NTM as plasma pressure is
increased to the no-wall β limit. Shown are (a) βN (red), the
approximate no-wall ideal kink mode β limit ∼4 li (green), and the
ECCD power (blue), (b) contour plot of JECCD(ρ, t) computed by
TORAY-GA and the location of the q = 2 surface (cyan) and (c)
amplitude of n = 1 magnetic fluctuations measured at the wall.
Colour scale for JECCD(ρ, t) in (b) is: black—0 MA m−2,
blue–0.04 MA m−2, red—0.08 MA m−2, yellow—0.12 MA m−2,
white—0.16 MA m−2.

tracking of the q = 2 surface based on real-time equilibrium
reconstructions is used to maintain good alignment between
the ECCD deposition and the q = 2 surface. Previous
experiments have shown that accurate tracking of this q = 2
surface is important during the programmemed β increase
following suppression as the associated Shafranov shift causes
the location of the q = 2 surface to move slightly [20]. Using
these algorithms, optimal alignment of the ECCD deposition
region with the q = 2 surface is maintained throughout the
ECCD phase. With the NTM effectively suppressed, βN

is increased and maintained for ∼1 s at the no-wall, ideal
stability limit (βN ∼ 3.2). Due to the launching geometry
in this case, calculations indicate that considerable EC power
is absorbed at the third harmonic resonance with only 40%
of the launched ECCD power of 2.4 MW absorbed at the 2nd
harmonic. Through active tracking of the q = 2 surface, the
ECCD deposition location and the corresponding current-drive
location is maintained within #ρ = 0.02 or approximately
1.5 cm of the q = 2 surface throughout the entire ECCD phase
as is shown in figure 2(b). This absorbed power drives a total
current of approximately 16 kA with a peak current density
of 12.2 A cm−2, compared with a local bootstrap current
density of 17.1 A cm−2 and an equilibrium current density of
75 A cm−2. About 100 ms after the ECCD is turned off at
6.5 s, a new m = 2/n = 1 NTM is triggered, confirming the
role of the ECCD in the suppressing of the NTM. Separate
experiments on DIII-D have demonstrated the capability to
preemptively suppress the m = 2/n = 1 NTM even as βN is
increased and maintained for ∼1 s at the no-wall, ideal stability
limit. In this case, real-time equilibrium reconstructions are
used throughout the ECCD phase to maintain proper alignment
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between the ECCD deposition location and the q = 2
surface. The ECCD power threshold to achieve pre-emptive
suppression has not yet been explored though results from JT-
60U [21] suggest that the required power is substantially less
than that required for suppression once the NTM has been
triggered.

The NTM suppression capability demonstrated in this case
is enhanced by use of an off-line control design process that
uses the physics embodied in the modified Rutherford equation
(MRE) to simulate NTM suppression in representative DIII-
D discharges to determine the proper settings for important
parameters in the control algorithm [19]. These parameters
include the time constants for the search process as well as
thresholds for NTM size and suppression rate that determine
control algorithm dynamics. While the MRE is not used
directly in the real-time control, it is used not only in
initial design development but also in simulations to confirm
algorithm performance.

2.2.2. Resistive wall mode stabilization. Success
in achieving the second primary physics objective of
ITER—steady-state, Q = 5 operation—is expected to require
β values in excess of the no-wall, ideal stability limit
βno-wall. Access to these β levels requires the ability to
stabilize RWMs, which are destabilized as β is increased
above βno-wall [22]. Two methods of RWM stabilization have
been demonstrated on DIII-D and other devices in recent
years: rotational stabilization in which the plasma rotation
(or associated rotational shear) is sufficient to stabilize the
RWM [23–30] and direct feedback stabilization using non-
axisymmetric control coils to suppress the growth of the RWM
[31, 32].

In the rotational stabilization case, previous studies from
DIII-D indicated that plasma rotation is highly effective in
stabilizing RWMs, provided a moderate rotation velocity
(typically 1–2% of the Alfvén velocity) is maintained at the
q = 2 surface [33]. In these previous experiments, the
threshold velocity for stabilization was determined by slowly
decreasing the plasma rotation using magnetic braking until
the RWM was destabilized. In recent experiments in which
NBI torque was varied to reduce the plasma rotation, the
measured threshold for destabilizing the RWM is considerably
lower [34]. The ability to operate above βno-wall for ∼1 s
at very low-rotation values is exemplified in figure 3, where
rotation values in the outer part of the plasma remain below
0.5% of the Alfvén velocity for more than 1 s. The stable
rotation profile (figure 3(c)) is well below the rotation profile
in which the RWM was destabilized in a similar discharge
with magnetic braking. The larger data set from DIII-D is
supportive of this lower threshold. Shown in figure 4 is
the measured critical velocity for RWM stabilization at the
q = 2 surface normalized to the Alfvén velocity as a function
of Cβ = (β − βno-wall)/(β ideal wall − βno-wall). Over a wide
range of Cβ , the measured critical velocity is less than 0.5%
of the Alfvén velocity in the cases using balanced torque for
rotation control while the threshold is >1% for the cases using
magnetic braking. The results shown here incorporate recently
developed corrections for atomic physics effects, including
the energy dependence of the charge-exchange cross section

Figure 3. (a) DIII-D discharge demonstrating sustained operation
above the no-wall β limit (2.4 li) at (b) very low rotation. (c) (black)
Toroidal rotation profile at RWM onset when using magnetic
braking; (red) stable rotation profile when using NBI torque control
for rotation control with no magnetic braking applied. The dashed
line in (b) represents 0.5% of the Alfven velocity at the q = 2
surface, comparable to the expected rotation in ITER.

and contributions from excited beam neutrals [35]. In low-
torque plasmas, these corrections can be of the same order of
magnitude as the measured rotation. However, the accuracy
of the correction for the cross section energy dependence is
improved by the fact that this diagnostic now views both co-
and counter-injected neutral beams, in which the correction
has opposite signs.

While a complete understanding of the differences in the
observed rotational threshold for RWM stabilization is still
in progress, analysis suggests that the nonlinear interaction
between the plasma rotation and resonant amplification of
the fields used for magnetic braking may be responsible for
the higher threshold previously seen with magnetic braking
[36, 37]. In particular, the observed threshold velocity with
magnetic braking is approximately 1/2 of the unperturbed
(i.e. before applying magnetic braking) rotation velocity,
which is consistent with predictions from the ‘induction
motor’ model of error field-driven reconnection [38,39] and a
conceptually similar process proposed involving the resistive
wall mode [40].

Calculations of the MHD stability using MARS-F [41]
for these low-rotation cases with NBI torque control indicate
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Figure 4. Critical rotation for RWM stabilization normalized to the
Alfvén velocity versus Cβ for cases using magnetic braking (blue)
and NBI torque variation (green) for rotation control. The
theoretical prediction of the rotation threshold from the MARS code
using the kinetic damping model is shown as the red curve.

that the measured experimental rotation profile (of the carbon
impurity ions) is generally sufficient to stabilize the plasma
up to the ideal wall limit when the kinetic damping model
is used (figure 4). While these calculations suggest that the
kinetic model for RWM damping may be adequate in making
extrapolations to ITER, further studies are necessary to resolve
several issues including the adequacy of using the carbon
rotation velocity in the stability calculations, the key aspects
of the rotation profile in determining the stability and the
impact of existing error fields on RWM stability. In particular,
the similarities of the rotation profile in the edge region in
figure 3(c) suggest a possible role of edge rotation on RWM
stability.

Separate studies have shown that even in the presence of
high rotation, transient events such as ELMs can cause a rapid
decrease in the edge rotation leading to RWM destabilization.
In such cases, the use of internal coils (I-coils) powered by high
bandwidth audio amplifiers for fast RWM feedback control
has been shown to be effective in suppressing RWM growth
and allowing robust high β operation. Through combined
rotational and feedback stabilization, sustained operation at
very high β has been demonstrated (section 3.1).

2.3. ELM suppression

The control of ELMs is a serious concern for ITER due to
potentially unacceptable levels of erosion of the plasma facing
components due to the repetitive, high-power fluxes associated
with the ELMS. Such a control technique must be compatible
with maintaining a high pedestal pressure due to the strong
dependence of fusion gain on the edge plasma pressure. A
potential solution to this issue has emerged from experiments
on DIII-D that utilize edge resonant magnetic perturbations
(RMPs) with n = 3 symmetry to completely eliminate ELMs
[42]. Recent experiments have extended this capability to
include complete ELM suppression in a plasma shape similar

Figure 5. Complete ELM suppression using n = 3 RMP in a
discharge with a shape and collisionality similar to that in ITER.
Shown are (a) q95 (cyan) and divertor Dα signal (black), (b) βN
(green) and H98y2 (red) and the NBI power (magenta), (c) the
pedestal electron density (red) and temperature (black) and the
electron pedestal collisionality (black) and applied n = 3
perturbation timing (green). The dashed lines in (b) represent the
ITER Q = 10 baseline target values for βN and H98y2.

to the ITER baseline shape (elongation κ = 1.8, upper
triangularity δtop = 0.36, and lower triangularity δbot = 0.71)
and at a pedestal collisionality ν

ped
∗e ≈ 0.2 comparable to

that anticipated in ITER [43]. This capability is shown in
figure 5. The application of an n = 3 RMP at 2.0 s results in
the immediate elimination of ELMs even as good confinement
quality relative to the standard ELMing H-mode scaling H98y2

[44] and moderate β operation are maintained. The ability to
suppress ELMs reliably has been found to be highly sensitive
to plasma shape and q95 and systematically improves with
lower density, higher input power and larger n = 3 RMP
amplitude [43]. Transport and stability analysis has shown
that the observed ELM suppression results from changes in
edge particle transport such that the operational point with the
n = 3 RMP activated is slightly below the peeling–ballooning
stability limit [45, 46]. This increase in particle transport is
correlated with a narrowing of the radial electric field Er well
in the edge and an increase in density fluctuations as measured
by FIR scattering in the edge region [47]. The narrowing of
the Er well results in a smaller region of high Er × B velocity
shear and hence a reduced region of turbulence suppression
in the edge region, key components of the formation of the
edge transport barrier in H-mode plasmas [48]. The measured
fluctuations are broadband in nature, which is distinct from
the coherent structure that is typically observed in QH-mode
plasmas [49].

The degree of ELM suppression shown in figure 5 is
only observed when the perturbation spectrum of the I-coil
(determined by its geometry and wiring configuration) has
a strong harmonic that is resonant with field line topology
in the edge region. Due to the geometry and chosen wiring
configuration of the I-coil set for this experiment, the largest
harmonic of the applied field in the pedestal region is that
of m = 11/n = 3, generating a large island region at the
q = 11/3 surface that overlaps with lesser n = 3 harmonics
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to generate a stochastic magnetic structure in the edge region.
This leads to a fairly narrow window near q95 ∼ 3.7 to achieve
full ELM suppression. This is somewhat higher than the
ITER baseline design of q95 ∼ 3.0. However, conceptual
designs of non-axisymmetric coils for ITER [50] suggest
that an appropriate harmonic spectrum can be generated that
maximizes the perturbation in the pedestal region with minimal
impact on the core plasma.

2.4. Disruption mitigation

While stabilization of the RWMs and NTMs will reduce the
number of full-current disruptions in ITER, some unplanned
plasma terminations will likely still occur, requiring a robust
system for mitigating the effects of such a disruption.
DIII-D pioneered the use of massive gas injection (MGI) to
reduce the impact of excessive thermal loads, halo currents
and runaway electron generation resulting from unmitigated
plasma disruptions [51] and is now in the process of developing
the physics basis of this technique. Recent studies of the
mitigation process suggest that the transport of the impurities
introduced by MGI is a multi-stage process in which radial
transport of the impurities from a succession of MHD
reconnection events is an essential component [52]. These
studies have shown conclusively that the injected impurities
are ionized very near the plasma surface over a wide range
of conditions, consistent with the expectations of theory and
indicative that processes other than direct neutral penetration
must be responsible for the rapid, inward transport of the
impurities. Detailed analysis of the data from a systematic
scan of the q = 2 depth within the plasma (using a simple
scan of q95) shows the onset of the central temperature collapse
following MGI of argon is increasingly delayed as the q = 2
depth is increased. Furthermore, an increase in the duration
of the current quench is observed with the amplitude of the
current channel spreading at the start of the current quench
consistent with field line ergodization inside the q = 2 surface.
Preliminary experiments have been conducted with a new valve
with gas throughput rates up to 25 times larger than the valve
used for previous experiments in hopes of demonstrating the
capability of reaching the so-called Rosenbluth density, above
which Coulomb amplification is predicted to be quenched [53].

2.5. Control of plasma profiles

In ITER, control of the plasma density, current density and
rotation profiles will take on added importance due to the
demonstrated dependence of transport and stability on these
profiles and the inability to use external means to control the
temperature profiles directly due to large self-heating by the
alpha particle population. The ability to control each of these
profiles has been demonstrated on DIII-D. Examples of the
present capabilities with regard to rotation, current and density
profile control are presented in this section.

2.5.1. Rotation control. Plasma rotation is predicted to have
important effects on both the transport and the stability of
tokamak plasmas, making control of rotation a high leverage
tool in achieving optimum performance. Tests of these theories
to date have been limited due to the inability to control

Figure 6. Measured variation of (a) core and edge Mach number,
(b) energy confinement time, (c) ion and electron thermal diffusivity
at r/a = 0.5 and (d) m = 3/n = 2 NTM amplitude with torque
input in q95 = 4.5 (open) and q95 = 4.0 (closed) hybrid plasmas.

the torque input (and the resulting rotation) precisely. To
provide the ability to control rotation in DIII-D, the neutral
beam system on DIII-D has been recently reconfigured to
provide up to 5 MW of counter-NBI injected power along
with 12.5 MW of co-NBI injected power, thereby providing
a powerful tool for controlling plasma rotation [54]. The
impact on transport and MHD activity in the hybrid regime [55]
is illustrated in figure 6, which shows the variation in the
Mach number, energy confinement, ion and electron thermal
diffusivity (χi and χe) at ρ = 0.5, and the m = 3/n = 2
NTM amplitude activity during a systematic scan of the torque
input. The Mach number here is defined as Mφ = vφ/Cs =
vφ(mD/2eTe)

1/2 where vφ is the measured toroidal rotation,
mD is the deuteron mass, and Te is the measured electron
temperature. Data from scans at q95 = 4.5 (open symbols)
and q95 = 4.0 (closed symbols) are included. In all these
cases, the plasma density = 4.5 × 1019 m−3 and βN = 2.6
are maintained constant, resulting in an approximately pure
scan of Mach number with other dimensionless quantities held
fixed. As expected, the rotation velocity (or Mach number)
increases as the torque input is increased. More importantly,
the rotational shear (or equivalently the E × B shear) also
increases strongly as the torque is increased. This strong
increase in the E × B shear is accompanied by an increase
in the global energy confinement time and decreases in both
χi and χe. GLF23 [56] analysis of cases near the extremes
of the torque variation in figure 6 indicate that E × B shear
is important in reproducing the measured Ti profiles in the
co-injection case while it plays only a minor role with more
balanced injection (figure 7). The GLF23 model uses a set
of gyro-Landau fluid equations that include kinetic effects
such as gyro-averaging and Landau damping. The model
in this case uses the measured density, current and toroidal
rotation profiles and self-consistently computes the ion and
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Figure 7. Comparison of experimental ion (blue triangles) and
electron (red diamonds) temperature profiles with predictions using
the GLF23 model with (solid) and without (dashed) E × B shear.
Panel (a) shows the calculation for a time with pure co-injection and
panel (b) shows the calculation for a time with more balanced
injection.

electron temperature profiles. Agreement with the measured
Te profiles is not generally as good as that of Ti, but preliminary
assessments indicate that the TGLF transport model (currently
under development) [57] will be more accurate in reproducing
the measured Te profiles.

One of the interesting observations from figure 6 is that
as the external torque (or rotation velocity) increases, the
amplitude of the m = 3/n = 2 NTM typically seen in hybrid
plasmas decreases, especially in theq95 = 4.5 case. In separate
experiments, the onset beta threshold for m = 2/n = 1 NTMs
has been shown to be quite sensitive to plasma rotation. A 50%
increase in the onset βN is observed as the plasma rotation
is varied from −5 to 5 kHz (figure 8), where the positive
frequency is co-rotation as in the sign convention for the
torque. Above 5 kHz, there appears to be little increase in
the βN at which the mode appears. Tests of the possible
effects of intrinsic n = 1 error fields indicate that the effect
on the onset βN limit is smaller than the variation seen in
figure 8. This observation in conjunction with the asymmetric
response around zero rotation frequency indicate static error
fields are not playing a significant role in the observed trend.
In these cases, the total current driven by the NBI is small,
suggesting that its influence on the current profile will be small.
Nevertheless, the effect of even these small changes on the
classical tearing stability index (#′) may be important but has
not yet been quantified.

The effect of torque input on the L–H transition power
threshold PL→H has also been assessed using small changes

Figure 8. Pressure at which an m = 2/n = 1 tearing mode occurred
versus the rotation frequency of the mode at onset (kHz).
Discharges are conventional H-mode at q95 = 4.5 with sawteeth.

Figure 9. L–H power threshold (MW) versus external torque input
(N m) for ion ∇B drift toward (square) and away (diamond) from
the primary divertor. The bottom of the lines on the plot indicates
the highest power case in the power ramp that remained in L-mode.
The top of the lines on the plot indicates the power and torque of the
next step, which caused H-mode. A vertical line indicates the power
was increased with no change in torque; a slanted line indicates both
power and torque changed.

in the injected power at various torque input levels. These
experiments show a striking variation in PL→H with the
external torque as is shown in figure 9. Across the range in
external torque, a factor of 3 variation in PL→H is observed.
At low external torque input, little difference is observed in
PL→H as the plasma shape is changed from having the ion
grad-B drift toward or away from the primary divertor (i.e. the
divertor whose X-point defines the primary separatrix of the
core plasma). At higher injected torque, the data suggests a
possible difference in PL→H as the ion grad-B drift direction is
varied but is inconclusive in this respect. Note, however, that in
previous cases with co-injection only (i.e. high input torque), a
factor of 2 difference in PL→H was observed with PL→H lower
in the case with the ion grad-B drift in the direction of the
primary divertor [58]. These new observations suggest that (1)
PL→H is quite sensitive to the applied torque and/or associated
rotation and (2) the previously observed large difference in
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Figure 10. Demonstration of independent feedback control of stored energy and toroidal rotation. (a) Stored energy constant, toroidal
rotation changed. (b) Stored energy changed, toroidal rotation constant. The gray traces in the NB power and torque are the actual signals
while the red traces are smoothed with a 200 ms moving average to elucidate the trends.

PL→H with ion grad-B drift direction may be due to the high
level of input torque used in these cases. More studies are
necessary to determine if the observed trends are a rotational
effect (due to the applied torque) or associated with changes
to the radial electric field (due to direct ion loss).

Utilizing the capability to separately control the total
input power and torque input via NBI, independent feedback
control of toroidal rotation and β has been developed and
demonstrated. Figure 10 shows two examples of this. In
the example on the left, the stored energy is held constant
after 2.7 s, while the rotation request has a step increase at
4 s. As expected the torque required increases. The power
required to maintain fixed stored energy decreases, consistent
with an improvement in confinement with rotation as seen in
figure 6. In the example on the right, the stored energy request
is increased at 3.4 s, while the rotation request is constant.

2.5.2. Current density profile control. Active control of the
current density profile J (ρ) (or equivalently the safety factor
q profile) offers many advantages. Both drift wave turbulence
and ballooning instabilities are sensitive to magnetic shear,
generally improving at either negative (or very low) magnetic
shear [s = (r/q) dq/dr < 0.5] or high magnetic shear
(s > 1.5). In addition, the effect of a perfectly conducting
wall (or methods that mimic the role of such a wall) on
stabilizing low-n kink modes improves substantially as J (ρ)

is broadened, providing the means to operate at very high β.
The capability to actively control key aspects of the q profile
evolution in a regulated fashion during the target development
phase of a high β plasma has been demonstrated in recent
experiments using the DIII-D PCS [59]. These studies have
shown that the most effective means for controlling the q

profile evolution during this early portion of the discharge is
through plasma heating to modify the conductivity profile and
that ECH and NBI heating are equally effective as actuators.

Figure 11. Two cases demonstrating the capability to regulate the
evolution of qmin through feedback control of the neutral beam input
power using the DIII-D PCS. The target qmin in each case is shown
as the dashed line with the solid lines representing the real-time
measurement of qmin.

This capability is illustrated in figure 11, which shows the
measured and target values of qmin in two separate cases
in which neutral beam heating was actively controlled to
maintain qmin at relatively high values (qmin > 2) over a long
duration (∼2 s). Closed loop feedback control here is enabled
by the aforementioned capability to do real-time equilibrium
reconstruction including the MSE measurements. The values
of q(0) and qmin determined from this real-time analysis are
nearly identical to those obtained from off-line analysis using
EFIT. This capability has been used to tailor the target q profile
in advanced scenario development (figure 17 in section 3.1).
Work is now in progress to improve the control model from a
simple proportional gain controller as is used in figure 11 to one
that has a physics-based model for the response of the plasma
to application of the ECH or NBI heating, thereby allowing
separate control of qmin and q(0).
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Figure 12. Measured variation with magnetic balance of the particle
exhaust rates of the upper-outer (red diamonds), upper-inner (blue
triangles) and lower-outer (green inverted triangles) divertor
cryopumps, the beam fuelling rate (black circles) and total exhaust
rate (blue squares) in long-pulse, moderate performance discharges.
#Rsep represents the distance at the midplane between the flux
surfaces connecting to the upper and lower X-points.

2.5.3. Density control Plasma density controls many aspects
of fusion plasma operation through direct processes such as
fusion power density (Pfus ∝ n2 at constant temperature) but
also through indirect means such as noninductive current-drive
efficiency, divertor detachment, etc. Detailed studies assessing
the relative contribution of the three divertor cryopumps to the
overall density control as well as experiments utilizing this
new capability for density control in DN plasmas have been
carried out. In a series of long-pulse, moderate performance
(βN = 2.5, H89 = 2.2), moderate density (ne = 5 × 1019 m−3,
ne/nGW = 0.5) discharges, the exhaust throughput of each
pump was measured as the magnetic balance is varied from
USN through DN to LSN. The results are shown in figure 12.
Here, the magnetic balance is parameterized in terms of
#Rsep, which is the distance at the midplane between the
flux surfaces connecting to the upper and lower X-points. By
convention, #Rsep > 0 is USN and #Rsep < 0 is LSN.
Evident from figure 12 is that the relative contribution of each
pump changes significantly as #Rsep is varied with the primary
exhaust coming from the outer leg of the primary divertor.
Nevertheless, over the entire range in #Rsep, the total particle
exhaust exceeds the particle input from NBI. Hence, in all of
these cases, divertor exhaust is not only providing full exhaust
of the NBI particle sources but also reducing the net wall
inventory of particles.

A primary motivation for the modification of the lower
divertor was to provide density control for good current-drive
efficiency in high-triangularity DN plasmas capable of high
beta. The progress provided by this modification is depicted
in figure 13. In previous experiments [60] using a high-
triangularity DN plasma shape (green traces in figure 13)
but without lower divertor pumping, sustained operation near
βN = 4 was obtained but accompanied by an uncontrolled
increase in density resulting in either very poor EC wave
absorption due to refraction or low ECCD efficiency. In
subsequent experiments [61], using a high triangularity, USN
plasma shape (red traces in figure 13), adequate density
control was obtained to achieve good ECCD efficiency but
performance was limited to βN < 3.5 due to reduction in
plasma shaping necessary to obtain adequate particle exhaust.

Figure 13. Temporal evolution of βN (top panel) and plasma density
(bottom) for discharges with (green) a DN shape with upper divertor
pumping but no lower divertor pumping, (red) a USN shape with
upper divertor pumping and (blue) a DN shape with both upper and
lower divertor pumping.

In recent experiments using both upper pumps and modified
lower divertor (blue traces in figure 13) sustained operation
with βN ∼ 4 is again achieved in the high-triangularity DN
plasma shape but with much better density control than in the
2002 experiments. While the differences in density control in
the new experiments (blue) relative to the 2002 cases may be
partly attributable to differences in the target plasmas in the
two cases, direct comparisons between the old and the new
divertor configurations have shown improved density control
with the new lower divertor configuration. The optimization
of density control with the favourable DN shape and the new
lower divertor has not been completed, and it is anticipated that
through this optimization density levels comparable to those
from the 2004 USN experiments can be routinely achieved.

3. Advanced scenario development for ITER

A major long-term goal of the DIII-D research programme
is the development and characterization of robust, advanced
operating scenarios that can supplant the conventional,
inductively-driven, ELMing H-mode plasma as the benchmark
in tokamak performance. Towards this goal, the integration
of the control techniques described in section 2 has enabled
an expansion of the envelope of viable, stationary tokamak
operation in DIII-D, providing confidence that ITER can
achieve (and potentially exceed) its basic research mission
tasks and increasing the credibility of high β, steady-state,
tokamak operation. In addition, the successful integration
of these tools has allowed tests of the compatibility of these
enhanced performance regimes with anticipated conditions in
burning plasmas, such as low rotation, Te ≈ Ti, and high
radiative power fractions.

3.1. High β, steady-state scenarios

The credibility of high β, steady-state, tokamak operation
and the ability to achieve Q = 5 steady-state operation in
ITER has been bolstered by recent experiments in DIII-D
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Figure 14. Achieved values of G and fbs in DIII-D discharges. The
open squares in the shaded region represent discharges using BT and
Ip ramps to transiently achieve high performance while the closed
squares use techniques that are in principle capable of steady-state
operation. The open circles are from data prior to the 2005
experimental campaign.

demonstrating sustained (∼2 s) operation with βN ∼ 4 (50%
above the no-wall stability limit) as well as fully noninductive
operation with β ∼ 3.5%. The progress made in 2005–2006
is illustrated in figure 14 where the fusion gain figure of merit
G = βNH89/q

2
95 (where H89 is the confinement quality relative

to the L-mode confinement scaling [62]) is plotted versus the
bootstrap current fraction fbs = Ibs/Ip. In 2004, proof-of-
principle, advanced tokamak discharges had been developed
that marginally met the ITER steady-state scenario target
values (G = 0.3, fbs = 50%) [61]. Over the past two years,
higher performance discharges (G = 0.4, fbs = 55%) have
been developed based on the successful integration of several
of the aforementioned control tools (e.g. RWM stabilization,
current profile control, density control). Insufficient ECCD
power to maintain the current density profile during the high β
phase has limited efforts to extend these to fully noninductive
operation.

The 2005–06 data points in figure 14 include two separate
lines of research in which the target q profiles are obtained
by distinctly different means. In both cases, highly shaped
(elongation κ = 1.9, triangularity δ = 0.65), balanced DN
plasma shapes are utilized to maximize the attainable β. The
first class of discharges utilizes feedback control of Te and
ne during the target formation phase along with simultaneous
ramps of Ip and BT to produce broad current profiles with
moderate, negative central shear (NCS) and qmin > 2 [63].
An example of this type of discharge is shown in figure 15.
In this case, βN ∼ 4, and H89 ∼ 2.5 is sustained for
∼2 s in the presence of negative central shear and an internal
transport barrier in the ion thermal channel. Stability analysis
of these discharges indicate that the achieved βN is ∼30%
above the theoretical βno-wall

N while β ideal-wall
N is ≈5, indicating

a possible path to very high β, fully noninductive operation.
Operation at this level of β required simultaneous rotational
and feedback stabilization of the resistive wall mode (discussed
in section 2.2.2).

Figure 15. Temporal evolution of a discharge with βN > 3.8
sustained for over 2 s in which simultaneous BT and Ip ramps along
with off-axis ECCD are used to form and maintain a broad current
density profile. Shown are (a) G = βNH89/q

2
95 (blue) bootstrap

current fraction fbs (black dashed), (b) toroidal beta βT (black),
normalized beta βN (red) and an estimate of the no-wall beta limit
∼4 li (green), (c) minimum (blue) and edge safety factor q95 (black)
and confinement quality H89 and (d) toroidal field BT (black),
plasma current Ip (blue), neutral beam (red) and ECH (magenta)
power.

Figure 16. (a) Fitted profiles of ion and electron temperature and
(b) inferred ion and electron thermal diffusivities at the beginning
and end of the high performance phase of figure 15. The ion
neoclassical thermal diffusivity is shown as the dashed line in (b).

The distinguishing feature of this class of fully
noninductive discharges is the presence of an internal transport
barrier in the ion thermal channel. The measured ion
temperature profile near the beginning (t = 2 s) and end
(t = 3 s) of the high performance phase are shown in
figure 16(a). Transport analysis using TRANSP shown in
figure 16(b) confirms a reduction in ion transport in this barrier
region while electron transport remains relatively high. Note
that in this case, the inferred ion thermal diffusivity is below
the theoretical ‘irreducible minimum’ neoclassical prediction.
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Figure 17. βN ∼ 3.8, H89 = 2.5, G = 0.34 discharge in which
current profile control was used to form the target q profile for the
high β phase. Shown are (a) plasma current Ip (black), neutral beam
power (red), (b) target (dashed) and real-time measured (red) qmin
(c) normalized beta βN (red), confinement quality H89 (black) and
an estimate of the no-wall beta limit ∼4 li (green), (d)
G = βNH89/q

2
95 (blue) and bootstrap current fraction fbs (red).

This has been observed in studies previously [64,65]. Attempts
to incorporate new aspects of theoretical considerations in
hopes of reconciling the observations with the theoretical
predictions are still ongoing.

At t = 2 s, G = 0.4, βT ∼ 4.5% and fbs = 80%. Due
to the Ip and BT ramps at roughly constant βN, these values
continuously change during the high beta phase reaching
G = 0.8, βT ∼ 7% and fbs = 60% at 3 s. Detailed analysis of
the current profile evolution indicates that the ramps in Ip and
BT act to drive significant off-axis inductive current. Although
this means of sustaining the current profile is not compatible
with steady-state operation, the excellent stability and transport
properties observed in this case confirm theoretical predictions
of the benefits of providing off-axis current drive to produce
a broad current profile with elevated qmin. In fact, stability
analysis of a similar discharge suggests that the off-axis current
drive provided by the BT ramp increases βwall

N by nearly a factor
of 2 compared with a simulated case without this current drive.

In the second class of discharges [60, 61], an L–H
transition is induced early in the current ramp (∼400 ms),
which broadens the temperature profile and slows down the
penetration of the current density. An example of this class of
discharge is shown in figure 17. In this discharge, feedback
control of the current profile (discussed in section 2.5.2) is
utilized to control the evolution of qmin such that qmin ∼ 2 at
the beginning of the high β phase along with rotational and
feedback stabilization of RWMs (discussed in section 2.2.2)
during the high β phase. In this case, βN = 3.8, H89 = 2.5,
G = 0.4, fbs = 50% is sustained for over 1 s. In a
typical discharge of this type, off-axis ECCD supplements
the bootstrap current during the high β phase to maintain
a broad current profile. However, due to limitations in the
available ECCD power, fully noninductive operation was not
possible in 2006. Nevertheless, detailed current-drive analysis
indicates that the remaining inductive current drive early in
the high β phase is localized off-axis. Future experiments

using high-power (>2.5 MW) ECCD will seek to replace
this off-axis current drive, resulting in fully noninductive
operation. The density control capability discussed in
section 2.5.3 will be critical in obtaining the necessary current-
drive efficiency.

Systematic studies have shown that the β limit is 10%–
15% higher in DN plasma shapes compared with previously
obtained results in an upper, single-null plasma shape with the
same κ and δ. In addition, a strong dependence of the β limit
and overall confinement on the details of the plasma shape
has been observed in studies in which the outer squareness
is varied while maintaining the same κ and δ [66]. The
measured dependence of the stability limit on ‘squareness’ is
qualitatively similar to that predicted by previous theoretical
stability studies [67]. The observed sensitivity (variations
of 10% in β limit and overall confinement) suggests the
importance of shape details on performance in ITER [68] and
the possibility of a hidden variable that is not accounted for in
the standard confinement scalings.

3.2. Hybrid regime

Previous studies on DIII-D (performed with co-NBI only)
have documented the development of stationary discharges that
offer potential performance enhancements in ITER beyond its
Q = 10 baseline mission [55, 69]. Recent experiments have
extended these results to include high performance operation at
low plasma rotation (utilizing the rotation control capabilities
outlined in section 2.5.1) and with an ITER-similar shape. An
example of a low-rotation, stationary discharge with q95 = 3
with G = 0.47 sustained for over 5 s (or ∼5 τR) is shown
in figure 18. Here, τR ≡ 0.171R/ℜ is the resistive time
for current profile relaxation, where R is the major radius
and ℜ is the plasma resistance in µ+ [70]. The toroidal
rotation in this case is roughly a factor of 3 lower than the
rotation in previous hybrid discharges at this q95. The achieved
performance is somewhat lower than G = 0.6 achieved
in co-NBI, q95 = 3 hybrid discharges on DIII-D, but is
still well above the normalized performance level required
for Q = 10 operation in ITER (G = 0.42). A similar
performance reduction is observed in q95 ∼ 4.5 discharges,
but the performance (G = 0.32) remains sufficient for Q ! 5
in ITER even at this elevated q95 level. Other than the decrease
in confinement, the beneficial characteristics of hybrid plasmas
(sawteeth mitigation, benign NTMs, high beta operation) are
retained in these low-rotation cases.

In addition to low-rotation operation, the space over
which these improved performance conditions can be sustained
has been significantly expanded over the past few years and
now includes 0.9 < BT(T ) < 2.1, 0.7 < Ip(MA) < 1.7,
2.8 < q95 < 5.0, 0.5 < ⟨δ⟩ < 0.65, 0.35 < ne/nGW <

0.75, 0.004 < Mφ < 0.5, 1.1 < Ti/Te < 1.5 and
frad < 60%. This expansion of the operating space has
enabled a variety of studies aimed at understanding transport
in this regime as well as assessing the compatibility of
this regime with anticipated ITER-like conditions, such as
low rotation and high radiative power fractions. Detailed
transport analysis of individual discharges indicates that both
the ion and the electron thermal diffusivity are generally
small in this class of discharges with χe > χi (figure 6).
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Figure 18. Temporal evolution of a low-rotation, hybrid discharge
at q95 = 3.2 with performance in excess of the requirements for
Q = 10 in ITER. Shown are (a) co- (green) and counter- (blue) NBI
power, (b) central Mach number, (c) normalized beta βN and (d)
G = βNH89/q

2
95. The performance objective of the ITER Q = 10

baseline scenario is denoted in (d).

These observations are consistent with nonlinear GYRO [71]
simulations that show electron temperature-gradient (ETG)
modes and trapped electron modes (TEMs) cause the majority
of transport even though these modes are predicted to be
linearly stable in the core. In addition, gyroradius ρ∗ scaling
studies have shown that local thermal diffusivity scales in
near gyroBohm-like fashion in the core but more Bohm-like
near the edge, similar to standard H-mode plasmas at the
same q95 [72]. In addition, ECE measurements indicate the
presence of a m = 2/n = 2 sideband to the m = 3/n = 2
NTM as q0 approaches unity, which is an essential ingredient
in a recently developed theory aimed at explaining the
effect of the m = 3/n = 2 on maintaining q0 > 0 in these
discharges [73].

The compatibility of enhanced performance plasmas with
high radiative power fractions has been demonstrated using
argon injection into otherwise stationary hybrid, USN plasmas
with βN = 2.6 s H89 = 2.1, and G = 0.4 [74]. In these
discharges, the standard ‘puff-and-pump’ technique [75] is
used in which the argon is introduced into the upper divertor

region and strong deuterium fuelling is introduced into the
scrape-off layer (SOL) in the lower divertor region. Using
this technique, high values of argon enrichment in the divertor
region (ηAr ∼ 30) are inferred from measurements of the argon
concentrations in the core and pumping plenum regions. This
high argon enrichment permits high radiative fractions (63%)
and a factor of 2 decrease in divertor heat flux with minimal
core dilution (fAr, core = 0.2%) and negligible impact on βN,
H89 or G.

4. Advances in scientific understanding

Enabled by significant advances in diagnostic capabilities and
the aforementioned control tool set, the DIII-D programme
has advanced significantly the understanding of key processes
that govern plasma performance. These advances are
aimed at providing the ability to predict all aspects of
fusion plasma performance, thereby providing a means to
improve the efficiency and effectiveness of experiments in
ITER and gaining the greatest scientific benefit from ITER
operation. Examples of some of the key recent advances
in areas important for ITER success are discussed in this
section.

4.1. Energetic particles

Energetic-particle-driven instabilities could pose a significant
threat to plasma facing surfaces and to the achievement of
adequate plasma performance in ITER. Hence, developing
predictive models of these instabilities before ITER operates
is essential for its operation and optimization. Enabled
by significant advances in diagnostic capabilities on DIII-D,
direct measurements of the spatial structure of toroidal
Alfvén eigenmodes (TAEs) and reversed shear Alfvén
eigenmodes (RSAEs) are now routinely available, enabling
the measurement of instabilities with toroidal mode numbers
approaching 40 [76]. An example of the measured
radial structure from spatially resolved electron cyclotron
emission (ECE) measurements of the electron temperature
perturbations is shown in figure 19 [77], along with a
comparison of the predicted perturbation by the ideal MHD
code NOVA [78]. The ECE perturbations shown here
are δTe = A cos t (φ − φref) where the amplitude A and
phase φ are determined by Fourier analysis of the ECE
data and φref is the phase from the channel with the
largest perturbation. Since NOVA is a linear code and
therefore cannot predict the amplitude of the perturbations,
the NOVA prediction in figure 19 has been scaled to match
the measured perturbation amplitude, thereby providing a
normalization for δB/B for the NOVA predictions. Using
this normalization, good quantitative agreement has been
found between the NOVA calculation and the amplitude
of the measured density fluctuations from beam emission
spectroscopy (BES) and reflectometry, bolstering the validity
of the NOVA predictions [77].

Of critical interest for ITER is the impact that these
instabilities will have on the alpha particle distribution. Such
effects can now be measured on DIII-D using the fast-ion Dα

(FIDA) diagnostic [79]. An example is shown in figure 20,
which shows a direct correlation between the level of Alfvén
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Figure 19. Measured (symbols) and predicted (lines) Te
perturbation due to (a) n = 3 RSAEs and (b) n = 3 TAEs on the
outboard midplane of DIII-D.

Figure 20. Inferred deficit of the measured neutrons (squares) and
fast-ion density as measured by a FIDA channel near qmin (X)
relative to the value expected from classical slowing down of the
fast ions as a function of TAE mode amplitude. The varying colours
represent a sequence of discharges with different values of beam
power. Mode amplitude (δT̄e) is a measure of the average electron
temperature perturbation of the 10 largest modes.

eigenmode activity and the deficit in the fast-ion density
(relative to the classically predicted value). This deficit is even
larger than the deficit in the measured neutron rate relative to
the classically expected value.

Figure 21. Comparison of the frequency spectra and normalized
fluctuation levels ñ/n for low-k (a) and (b) and high-k (c) and (d)
fluctuations during an ECH power scan (shown in white traces in
(a)–(c).

4.2. Turbulence and zonal flow characterization

Because of the significantly smaller scale of transport
processes relative to macroscopic stability processes, control
and optimization of transport is generally more difficult and
requires a more thorough understanding of the basic underlying
processes. Over the past decade, tokamak experiments
worldwide have shown that electrostatic turbulence is
generally the dominant process causing radial transport of
energy and particles. Over this same time period, sophisticated
numerical codes that capture the basic physics of electrostatic
turbulence in full toroidal geometry have been developed,
providing a platform for studying the underlying processes
in detail. To provide data for validating the predictions of
these codes, the DIII-D diagnostic set has been enhanced
recently to provide turbulence measurements at all relevant
scale lengths (1 cm−1 < k⊥ < 35–40 cm−1), providing new
information on the details of the turbulence-driven transport.
An example of this capability is shown in figure 21 in which
the power spectra from low k (∼1 cm−1) by far infrared
(FIR) scattering and high k (∼35 cm−1) measurements using
microwave backscattering are shown [80]. Both measurements
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are line-integrated measurements with the FIR scattering data
originating along a chord oriented radially along the plasma
midplane while the high k measurements sample a chord lying
near the midplane which begins at the outboard edge and ends
on the low field side at ρ ≈= 0.4. In this case, the response
of the turbulence at different spatial scales to changes in the
ECH power is observed to be quite different with the high k

turbulence levels increasing while the low k fluctuation levels
remain approximately constant. These results indicate that the
high k turbulence is decoupled from the lower k turbulence,
suggesting that the turbulent drive at small-scale lengths
is not primarily due to turbulence at longer wavelengths.
This unique capability has allowed detailed characterization
of turbulence at multiple scale lengths, identification of
turbulence-driven zonal flows and the role of these zonal
flows in regulating turbulence levels. Examples of several key
discoveries and insights from the DIII-D are presented in this
section.

A recent modification of the DIII-D microwave backscat-
tering system [81] has enabled localized measurements of
small-scale turbulence (k⊥ = 35 cm−1), which is theoretically
predicted to be driven unstable by ETG modes. Measurements
at various radial locations during ECH and NBI heating indi-
cate that the turbulence response at each location is different
and that this response is dependent on the method used for
plasma heating. In the edge, the turbulence levels are ob-
served to increase markedly during the ECH while the core
turbulence is either unaffected or reduced. In contrast, during
short NBI blips, the core turbulence is observed to increase
markedly while the edge turbulence is only slightly affected.
Preliminary analysis using the linear gyrokinetic stability code
GKS [82] indicates that the linear growth rates in the edge re-
gion increase markedly during the ECH phase while the core
growth rates decrease [83]. Nonlinear simulations utilizing
diagnostic filters to simulate experimental diagnostics are un-
derway.

A key insight garnered from theory and confirmed by
experiment over the past few years has been the important role
that zonal flows play in regulating turbulence-driven transport.
Zonal flows are radially localized, poloidally and toroidally
uniform (n = 0, m ∼= 0) electrostatic fluctuations that are
excited by drift wave turbulence, removing free energy from
the underlying turbulence and thereby regulating the transport
process [84]. Detailed analysis of data from the upgraded
DIII-D BES system [85] has identified and characterized two
classes of zonal flows—the geodesic acoustic mode (GAM)
and the zero-mean-frequency (ZMF) zonal flow (figure 22)
[86]. GAMs are moderate frequency (∼15 kHz) zonal flows
that exist primarily near the periphery of the plasma (0.85 <

r/a < 0.95) and that increase strongly as the edge safety factor
increases [87]. Time-delay-estimation (TDE) techniques
indicate that the GAMs not only modulate the intensity of
the underlying turbulence but also act to drive a transfer of
internal energy from low to high frequencies, as predicted by
theory [88]. The ZMF zonal flow is a low-frequency, spectrally
broad (#f ∼10 kHz) poloidal flow structure that peaks near
zero frequency in the plasma core region (0.6 < r/a < 0.9)
[89]. Consistent with theoretical predictions, these ZMF
zonal flows are characterized by a poloidal correlation length
of the velocity fluctuations that is significantly longer than

Figure 22. Poloidal velocity fluctuation spectra at three radial
locations measured by beam emission spectroscopy (BES),
exhibiting a transition from a GAM dominated spectrum near the
edge to the ZMF zonal flow dominated spectrum towards the core.

the poloidal correlation length for density fluctuations and a
radial correlation length of the poloidal velocity fluctuations
(∼1–2 cm) comparable to the background turbulence radial
correlation length.

In addition to regulating turbulence-driven transport, DIII-
D measurements [90] coupled with GYRO simulations suggest
that zonal flows play an important role in the formation of
internal transport barriers near low order rational q values that
has been commonly observed in negative central shear (i.e.
qmin located off-axis) plasmas worldwide [91–94]. In these
discharges, high time-resolution ECE and CER measurements
indicate simultaneous improvements in electron and ion
thermal transport just before qmin reaches a low-order rational
value. In addition, BES measurements indicate that long-
wavelength turbulent fluctuations decrease concurrent with
an increase in the poloidal flow velocity and flow shear just
before qmin reaches a rational value. These observations
are qualitatively consistent with GYRO simulations that
predict ‘profile corrugations’ associated with time-averaged
components of zonal flows near the rational surface [95].
These localized zonal flows can be very large due to the local
minimum in the density of low-order rational surfaces, leading
to suppression of the turbulence near the rational surface
and increases in the temperature gradients. Note that the
oscillating E × B shear associated with these zonal flows is
superimposed on top of the equilibrium E×B shear. When the
magnitude of the equilibrium E×B shear alone is marginal for
decorrelating the underlying turbulence, the increased E × B
shear caused by zonal-flow-induced changes in transport can
be the trigger for the formation of a sustained core transport
barrier. Experiments have shown that in cases in which the
background E × B shear is insufficient, transient reductions
in transport are observed but do not lead to the formation of a
core transport barrier.

4.3. Edge/material surface optimization and understanding

DIII-D is well positioned to provide the physics basis for
carbon-based plasma facing materials owing to its ∼95%
coverage of the main chamber walls with graphite tiles.
General experience with carbon facing components worldwide
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has shown the compatibility of these components with a
wide range of operating regimes, including high performance
regimes. The primary drawback for carbon’s use in ITER
is tritium retention in re-deposited layers of carbon. A key
mission of the near-term DIII-D research is to provide the
physics basis for the choice of carbon as a primary plasma
facing material in ITER. To this end, recent experiments on
DIII-D have documented the migration path of artificially
introduced carbon in ELMing H-mode plasmas, demonstrated
that deuterium co-deposition with carbon is dramatically
reduced in heated materials and established the capability
to produce and sustain high performance plasmas on de-
conditioned graphite walls.

4.3.1. Carbon transport and deposition. Experiments
using carbon-13 as a tracer impurity have been utilized to
study the migration path of carbon in detached ELMing
H-mode plasmas. C13H4 was injected into the upper divertor
plenum of DIII-D over a reproducible series of lower-single-
null discharges at the very end of an experiment campaign.
Analysis of a set of graphite tiles removed immediately
following C13H4 injection into a reproducible set of detached,
ELMing H-mode discharges shows that the largest deposition
of C13 was localized to the inner divertor and private flux region
[96]. The inner divertor deposition profile is qualitatively
very similar to that measured in previous C13H4 injection
experiments in L-mode plasmas [97] while the private flux
region deposition appears to be specific to the ELMing H-mode
case. Based on measurements showing toroidal symmetry
of the deposition, approximately 40% of the injected C13

is deposited in the lower divertor region. High sensitivity
analysis indicates that small levels of C13 are deposited on the
inner wall and regions near the aperture from the upper plenum
to the main chamber. The measured deposition patterns in
the divertor region in both the L-mode and the H-mode cases
have been qualitatively reproduced in two-dimensional edge
modelling using an ad hoc parallel flow with a Mach number
M ∼ 0.4 directed towards the inner divertor in conjunction
with an imposed inward convection (Vpinch ∼ 10 m s−1) above
the divertor region [98–100]. Note that in the H-mode case, no
attempt has been made to model the values of M and Vpinch in
the ELM-free and ELMing phases separately and, therefore,
represent an average over these phases.

Separate studies using the DIII-D DiMES system have
shown that the amount of deuterium co-deposition in carbon
deposits is quite sensitive to the temperature of the exposed
samples. In particular, experiments exposing a simulated tile
gap in the outer divertor region showed that the deuterium co-
deposition was reduced by a factor of 10 when the tile gap was
heated to 150 ◦C as opposed to room temperature (figure 23)
[101]. Similar experiments that exposed molybdenum mirrors
to divertor conditions also showed a dramatic reduction in
carbon deposition on the mirror surfaces [102]. These results,
combined with results from C13 transport studies suggest a
possible solution to the tritium retention issue in ITER by
heating of the inner divertor substrate.

Using Raleigh/Mie scattering from the ND : YAG lasers
used for Thomson scattering measurements, quantitative
measurements of dust characteristics in the DIII-D scrape-
off layer (SOL) are now possible [103]. Time-averaged dust

Figure 23. Measured profile of deuterium co-deposition from
ex situ analysis of a simulated tile gap exposed to a series of
reproducible plasmas using the DIII-D DiMES system when
exposed at room temperature (black) and at 150 ◦C (red). Note that
the scale of the heated sample has been scaled by a factor of 10.

Figure 24. Confinement quality versus shot number during the 2006
experimental campaign of conventional, H-mode reference shots
(red diamonds), hybrid discharges (blue squares), and advanced
tokamak plasmas (green circles). The two boronizations during the
2006 campaign are denoted as the vertical dashed lines.

concentrations as high as 6000 m−3 are observed in the far SOL
and drop to near zero at the last closed flux surface. The average
radius of these dust particles is ∼80 nm [104]. Statistical
studies indicate a dust mean number density of 4000 m−3,
corresponding to a carbon atom density of 1013m−3, which is
5 orders of magnitude lower than the core carbon density. This
strongly suggests that these dust particles are not a major source
of core carbon contamination. The measured dust density
has been found to be sensitive to the plasma conditions with
the maximum dust generated in conditions with ELMs, high
pedestal temperatures and small gaps between the plasma and
walls.

4.3.2. Effect of wall conditioning on performance. Finally,
a recent set of experiments in DIII-D has demonstrated the
ability to access and sustain high performance plasmas without
routine boronization. The result of this assessment is shown
in figure 24 in which the confinement obtained during the
stationary phase of various types of discharges from the 2006
experimental campaign is shown. During this experimental
campaign, only two boronizations were conducted—one near
the beginning following a week of plasma operation and
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one near the end followed by roughly a week of plasma
operation. Throughout this period, a series of reference
shots were taken to evaluate wall conditioning and its effect
on plasma performance. Three types of reference shots
were taken: daily reference shots (diamonds in figure 24),
which contain a low-power, H-mode phase, stationary, hybrid
discharges (squares) with βN = 2.6 and advanced tokamak
discharges (circles) with βN = 3.8. For all discharge types,
confinement remains nearly constant over the entire inter-
boronization period. Of note is the fact that the hybrid
and advanced tokamak discharges obtained after ∼6000 s of
plasma operation without boronization exhibit comparable
performance in terms of βN, H89 and G as those taken early
in the period. In fact, in the advanced tokamak case, the
normalized performance is among the highest ever achieved
on DIII-D.

Near the end of the inter-boronization period, a dedicated
experiment was carried out to assess the impact of between-
shot wall conditioning (most notably helium glow cleaning)
on the performance capabilities. Seven identically prepared,
long-pulse (τdur > 2τR), moderate performance (βN ∼ 2.6,
H89 ∼ 2.4, G = 0.38) hybrid discharges with strong
divertor pumping (the cluster of blue squares in figure 24)
showed no evidence of performance deterioration without
any between-shot wall conditioning. Even with gas injection
levels of ∼20 Torr ℓ s−1 to maintain an line-averaged density
of 5 × 1019 m−3, particle balance measurements indicate that
the divertor cryopumps are providing more particle exhaust
than is being injected via neutral beams and gas injection.
These results suggest that graphite wall conditions adequate
to obtain high performance plasmas can be maintained over
an extended period without conditioning provided sufficient
particle exhaust is available to maintain good particle balance
on a shot-to-shot basis. This is in marked contrast to
recent results from Alcator C-Mod [105] in which routine
conditioning of high-Z walls is required to access high
performance regimes. Two reasons have been speculated for
the reduced dependence on boronization in DIII-D. First, with
the installation of upper divertor baffles and cryopumps in
1997 followed more recently with the modifications of the
lower divertor in 2005, the majority of DIII-D discharges
have strong active particle exhaust. It has been demonstrated
experimentally [106] that strong divertor exhaust maintains a
low uptake of deuterium by the plasma facing wall, reducing
the need for off-line wall conditioning. In this respect,
DIII-D is unique in the world in its ability to maintain good
density control in high confinement regimes. This is probably
the primary reason behind the ability to reduce the rate of
boronization events. The second possibility is that the use of
regular boronization on DIII-D [107] since all the graphite tiles
were replaced in 1993 (total of 64 boronization depositions)
has led to the development of a boron reservoir within the
vessel. While some tiles have been replaced over the years,
most of the outer wall tiles have remained in place and provide
a large surface area (∼20 m2) of boron mixed with other eroded
materials from other locations. Because the surfaces in which
this boron reservoir is located (outer wall) is not the same as
the surfaces where the primary plasma contact occurs (divertor
region), this reservoir is expected to have a small impact on
plasma performance.

5. Summary and outlook

As demonstrated by the results presented above, the DIII-D
research programme has made significant progress in the
development of physics solutions to key issues facing ITER,
in demonstrating the promise of advanced operating regimes
for ITER and in providing key insights into basic fusion
plasma processes. Through this research and development,
the DIII-D research programme has provided additional
confidence that ITER can achieve its basic research mission
tasks and established the physics basis for a potentially
enhanced experimental programme on ITER extending well
beyond its baseline mission (i.e. the potential of Q > 10
operation).

Future research on DIII-D will focus on three basic
themes: (1) enabling the success of ITER by providing physics
solutions to key ITER issues, (2) developing the physics basis
of steady-state, high performance tokamak operation and (3)
advancing the fundamental understanding of fusion plasmas.
In the near term, the highest emphasis will be placed on
providing the physics basis for urgent ITER design issues.
Key design issues to be addressed include the use of internal
coils for ELM suppression and RWM stabilization, startup
requirements for access to advanced regimes, the choice of
plasma facing materials, NTM stabilization via ECCD and
disruption mitigation. Following the finalization of the ITER
baseline design, the research focus will shift to the development
and qualification of advanced operating regimes for use in
ITER. This research will seek to demonstrate the performance
capabilities of these advanced regimes in ITER-like conditions
(e.g. low rotation, Te ≈ Ti, highly radiative conditions),
develop the physics basis for the extrapolation of these regimes
to ITER and determine the control requirements necessary for
realization of these regimes in ITER.

The DIII-D Advanced Tokamak research programme will
focus in the near term on utilizing increased EC and fast-
wave power to demonstrate fully noninductive, steady-state
operation for longer than a current relaxation time (∼2 s),
which would provide a strong basis for Q = 5, steady-state
operation in ITER. Simultaneously, exploratory research will
be undertaken to determine the ultimate limits of high β,
steady-state operation, focusing on transient demonstrations
of high performance in the near term. Based on the results
of this exploration, a dedicated effort will be made in the
intermediate term to demonstrate such performance in steady-
state conditions.

In addition to the directed research for ITER support
and Advanced Tokamak development, DIII-D will also
continue to advance the fundamental understanding of key
processes in fusion plasmas utilizing the recent upgrades
of the neutral beam, electron cyclotron, divertor and
diagnostic systems. Emphasis will be placed on developing
an improved understanding of turbulence-driven transport,
energetic-particle-driven instabilities and their impact and
scrape-off-layer flows. This research will help to ensure
that the greatest scientific benefit can be obtained from ITER
operation and provide the basis for predictive control in
the optimization of the tokamak approach to fusion energy
production.
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