
S
olutions for many tokamak control problems are
important for continuing progress toward produc-
ing energy from fusion. Areas of development
include basic physics, development and modeling of
actuators and sensors for control, experimental use

of initial simple controllers, and the develop-
ment of sophisticated control algorithms.
In this article, we review several
tokamak plasma control prob-
lems and describe progress
achieved at tokamak devices
around the world. 

A practical tokamak
fusion reactor must operate
at high temperature, high
pressure, and high current.
These tokamak plasmas are
susceptible to numerous instabil-
ities, some of which pose a risk to
the device itself (see “Tutorial 18” in
[1]). An example seen earlier in this special
section is the vertical instability due to noncircularity
of the plasma (“Tutorial 14” in [1]). The vertical instability is
axisymmetric, that is, the plasma motion is the same at all
toroidal angles and is characterized by a primarily vertical dis-
placement. Increases in growth rates of the vertical instability
and of other plasma instabilities correspond to increases in
plasma pressure. Consequently, the most attractive operational
regimes from the perspective of a fusion power reactor tend to
be those that are nearest to instability.

In this article, we describe three different plasma instabili-
ties and the control approaches for their stabilization. The
objective of stabilization is to prevent loss of the plasma
while retaining high performance; in fact, pushing the plas-
ma into higher-performance regimes is often what triggers a
particular instability. Stabilization algorithms are initially
based on ideal magnetohydrodynamic (MHD) models
(“Tutorial 3” in [2]), while more accurate extensions of these

models are used to account for additional effects. 
In addition to mode stabilization, off-normal events must

be “handled” rather than controlled in the sense of feedback.
These events, which occur due to occasional loss of control,

include instabilities that are uncontrollable with present
actuators. Efforts have been made on experi-

mental devices to define and implement
responses to some of these events.

We describe examples of off-nor-
mal events as well as relevant

control methods. 
Additional control prob-

lems include control of inter-
nal plasma parameters, such
as the current, temperature,

and density profiles (“Tutorial
5” in [2]), and control of trans-

port, that is, the continuous flow of
particles, heat, and current, in the

plasma interior. We describe one particu-
lar combination of this class of problems. 

SUPPRESSION OF THE NEOCLASSICAL TEARING MODE
Increasing beta (“Tutorial 2” in [2]) in a resistive plasma can
make the nested magnetic surface topology required by ideal
MHD (Figure C in “Tutorial 1” in [2]) unstable, resulting in
tearing and reconnection of the flux surfaces. When this recon-
nection occurs, a structure called a magnetic island is formed
(Figure 1). The instability known as a neoclassical tearing
mode (NTM) drives an island to a maximum size defined by
the underlying nonlinear physics, which then persists stably in
the plasma [3]. The island winds helically around the tokamak
with a helicity given by the value of the safety factor q (“Tutori-
al 4” in [2]) on the surface where it forms. The NTM forms on
flux surfaces whose safety factor is q rational, the most impor-
tant of which are the q = 3/2 = 1.5 or the q = 2/1 = 2.0 sur-
faces. The 2/1 NTM often produces a plasma-terminating
disruption (“Tutorial 18” in [1]) by triggering an ideal MHD
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mode, which can grow to be comparable in size to the plasma
cross section, while the 3/2 NTM usually remains small
enough to merely degrade confinement. The presence of the
island can degrade confinement by connecting hotter inner
regions of the plasma to colder outer regions with “short cir-
cuiting” magnetic field lines, allowing heat to leak out of the
plasma core faster than it would without the island. The result-
ing flattening in temperature, pressure, and current profiles
(“Tutorial 5” in [2]) across the island (Figure 2) corresponds to
a steady-state lowering of total plasma internal energy and
therefore an overall colder, less efficient plasma. 

In most cases, the NTM requires a triggering instability such
as an edge localized mode [(ELM) see later section on ELMs] to
produce a seed island, which grows when the NTM is unstable
[4]. One way to control the NTM is, therefore, to ensure that trig-

gering instabilities do not occur. Unfortunately, experimental
evidence suggests that NTMs can also be triggered by back-
ground plasma turbulence, which is difficult or impossible to
completely eliminate [5]. For this reason, eliminating events that
can produce a seed island may not suffice to control NTMs. An
alternative method for controlling NTMs using auxiliary current
drive has been successfully demonstrated on several tokamaks.
This approach replaces the current lost in the process of flatten-
ing the profiles across the island. The restoration of current
shrinks the island, restores the nested flux surface magnetic
topology [Figure 1(a)], and stabilizes the mode [6]. In addition to
local control of the current profile, global control might also pre-
vent NTMs. Global control of current profiles is described in a
later section on profile control.

Stabilization by Injection of Current 
Using a variety of methods, current can be driven at the flux
surface that contains islands. Electron cyclotron current drive
(ECCD) (see “Tutorial 9” in [7]) can produce highly localized
current drive and has been successful in stabilizing the NTM
[8]. ECCD drives current in regions typically a few centimeters
wide by injecting microwave frequency electromagnetic waves
that resonate with the cyclotron orbits (Figure 8 in [2]) of the
current-carrying plasma electrons. In tokamaks, these waves
are usually produced by high-power gyrotrons, similar to the
wave generators used in satellite communications. Since the
electron cyclotron frequency depends primarily on the local
toroidal magnetic field, the current is driven where the injected
wave path intersects the radial location at which the waves are
resonant. Figure 3 illustrates this geometry in a DIII-D toka-
mak [2] discharge. The injection chord is not straight, owing to
refractive effects of the plasma. For large tokamaks operating
today, such as JET, DIII-D, and ASDEX-U, injected power on
the order of a few megawatts is required to produce the tens of
kiloamps of plasma current needed to stabilize the mode [6].

FIGURE 1 Magnetic island topology in a circular cross-section plas-
ma. (a) Perfectly conducting ideal MHD plasmas (Tutorial 3 in [1])
require nested flux surfaces, (b) while resistive plasmas can pro-
duce tearing and reconnection (hence the name tearing mode) of
flux surfaces, resulting in magnetic islands. The current and pres-
sure profiles (Tutorial 5 in [1]) are flattened across an island, whose
center is the O-point. The resulting connection between inner and
outer island surfaces, joined at the X-point, allows heat to leak out
of the plasma core faster than it would without the island, thus
degrading confinement. (b) shows the island topology correspond-
ing to a 3/2 NTM, which has a periodicity of m = 3 (Tutorial 4 in [1])
in the poloidal cross section shown and a periodicity of n = 2 in the
toroidal direction (not illustrated). 

FIGURE 2 Flattening of the pressure profile caused by the NTM.
Islands driven by the NTM are responsible for decreasing the tem-
perature, pressure, and current inside the island.
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A Guide for the Reader

This article discusses several tokamak control problems,

each of which requires an understanding of some basic

plasma physics. We rely on the introductory paper [2] as well

as the numbered tutorials in the previous installment of this

special section. In most cases, the introductory paper or a tutor-

ial is cited to help the reader locate a term or concept. In [2],

there is a list of plasma physics terms and the locations where

each term is defined. Each section of the present article dis-

cusses a separate control problem, and each section can be

read independently of all other sections. The separate topics

are ordered according to the level of physics background

needed to understand them.
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For islands that are a few centimeters wide, the alignment of
island and deposition locations must be accomplished with
accuracy on the order of a centimeter. The deposition need
only lie on the flux surface containing the NTM islands, rather
than directly threading the center of each helical island itself.
However, driving current only within the islands, and not out-
side, would reduce the power required to stabilize the mode. 

The timescale for ECCD-driven current to rise in a present-
day tokamak is tens of milliseconds. This time is comparable to
the time required for the island to grow to a saturated state or
to respond to the current drive and reduce in size when the
deposition region is sufficiently aligned with the island flux
surface to produce suppression. Several mechanisms are avail-
able to perform a sufficiently fast alignment . One approach is
to vary the wave launcher mirror angle, which in turn varies
the angle of the injection wave path (Figure 3) [9]. This method
has the advantage of leaving the plasma equilibrium character-
istics unchanged. Another approach is to vary the toroidal
field. This approach moves the radial location of the harmonic
resonance, and thus the deposition location, back and forth rel-
ative to the island (see Figure 3). Toroidal field variation leaves
the plasma shape and position unchanged, allowing divertor
pumping (“Tutorial 6” in [7]) and stability characteristics that
depend on the shape to be held constant. This approach has
been used in stabilizing both 3/2 and 2/1 NTMs [11]. 

Still another approach involves moving the plasma, and
thus the island, position relative to the approximately fixed
deposition location. Although moving the plasma radially
can be accomplished with approximately constant divertor
pumping and plasma shape, moving the plasma vertically
tends to significantly affect the divertor configuration,
although with little effect on the shape. Nevertheless, while
modifying the toroidal field requires on the order of 100 ms
or more owing to the large L/R time of toroidal field (TF)
coils, varying the plasma position requires <10 ms. This
speed advantage means that plasma position control can pro-
duce adequate alignment in a shorter time, and thus phase
lags in the control action and island response are significantly
reduced. Launcher angle control can, in principle, be compa-
rable in speed to plasma position control.

Algorithms for Controlling the Current Deposition
The central problem in using these methods to align the cur-
rent drive deposition and island locations is difficulty in
determining the location of the island flux surface and the
deposition location in real time. Present-day diagnostics and
equilibrium reconstructions (see [7]) produce estimates of the
island flux surface location with typical accuracy of ±1–±1.5
cm, comparable to the accuracy with which island 
positioning can be accomplished by modifying the plasma
position or toroidal field. In addition, more accurate determi-
nation of the deposition location requires complex computa-
tions that at present cannot be accomplished in real time. To
overcome this difficulty, a suite of search and tracking algo-
rithms has been developed on DIII-D to address these issues

and produce successful, sustained NTM suppression. In par-
ticular, the DIII-D NTM control system uses three coupled
algorithms: the search and suppress, active tracking, and tar-
get lock routines. Each algorithm can affect any of three dif-
ferent island/ECCD alignment control variables, specifically,
the plasma major radius position (Figure A in “Tutorial 1” in
[2]), the toroidal field, or the plasma vertical position. 

The operation mode most successfully and routinely
applied to date combines search and suppress with active
tracking (Figure 4). When the control is enabled, the algo-
rithm fixes the selected control variable for a specified dwell
time to determine whether the degree of alignment is suffi-
cient to suppress the mode. If, at the end of this dwell time,
the mode amplitude has been reduced at a sufficiently high
rate relative to a specified threshold rate or has fallen below a
specified threshold amplitude, the algorithm continues to
hold the control variable fixed. Otherwise, the algorithm exe-
cutes a search by incrementing the control variable by a speci-
fied amount, freezing that variable for another dwell time,
and examining the resulting effect on the mode. The
search/dwell/search sequence continues until suppression is

FIGURE 3 Geometry of current drive to suppress NTM islands. Dri-
ving current with ECCD at the flux surface that contains islands can
restore the current lost in island formation. This extra current shrinks
and can even eliminate the island, thus stabilizing the mode. The
affected flux surface shown, for two different times during the dis-
charge, corresponds to the 3/2 NTM and is labeled by the safety
factor contour value of 1.5. The location where current is actually
deposited is slightly offset from the electron cyclotron second har-
monic resonance due to a Doppler shift. 
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achieved or a specified limit in the control variable is reached,
in which case the search reverses the sign of the control vari-
able increment. This process continues until sufficient align-
ment is detected and the mode is suppressed below the
specified amplitude threshold. 

Once sufficient alignment is detected, the control variable
is frozen and the active tracking algorithm is engaged. The
active tracking algorithm adjusts the control variable to main-
tain alignment while the detected mode amplitude is below
the specified threshold. The required adjustment is deter-
mined by real-time equilibrium and q-profile reconstruction
using measurements of the internal magnetic topology with
motional Stark effect (MSE) sensors [12]. The MSE sensors
measure the local ratio of poloidal and toroidal magnetic
fields at a set of discrete points within the plasma. If internal
measurements are not available, linear or nonlinear estimators
based on magnetic measurements are used, including neural-
network-based algorithms. These estimators are trained on
previous experimental discharge data or artificially generated
data to estimate the position of the relevant q-surface. The
adjustment to the control variable required to maintain align-
ment is derived from the difference between the q-surface
position estimate and the ECCD deposition location. While

neural network predictors have been successfully applied in
DIII-D, flux surface reconstruction based on direct magnetic
measurements provides the most accurate and reliable sus-
tained alignment. 

The design of the parameters governing the search and
suppress and active tracking algorithms is accomplished using
accurate dynamic models of both the NTM island response to
ECCD and the plasma response to position commands. Figure
4(a) shows a comparison of model-predicted and experimental
responses when alignment between the NTM island and
ECCD location is varied. The model response, based on a sim-
plified version of the modified Rutherford equation that
describes island dynamics, shows sufficiently accurate repre-
sentation of island response to allow for good control design
[6]. In the case shown, the plasma major radius (middle frame)
is varied to adjust the alignment of the q = 1.5 surface with the
ECCD deposition location. The NTM control algorithm is inte-
grated with a special plasma shape and position regulation
scheme that fixes the strike points (Figure C in “Tutorial 1” in
[2]) while varying the major radius. Fixing the strike points
allows for constant divertor pumping while NTM suppression
is performed. Following suppression of the mode, where it is
assumed that deposition is aligned with the q = 3/2 surface,
the active tracking algorithm is enabled to compensate for
variations in the q = 1.5 surface due to changes in the current
profile and poloidal beta. The active tracking action can be
seen in the fluctuating perturbations of the q = 3/2 radius fol-
lowing suppression at t ≈ 3.4 s. 

In the experiment shown in Figure 4, the growth of the
mode is slowed even when the island and ECCD are mis-
aligned by as much as 1.5–2 cm. Adjustment of the major
radius by the search and suppress algorithm produces suffi-
cient alignment to fully suppress the mode within 200 ms after
alignment is attained. After design and testing of the basic
scheme, proper functioning of the algorithm requires specifi-
cation of various parameters and thresholds to match the
dynamic characteristics of the target equilibrium. Dynamic
models of NTM response are sufficiently reliable such that, the
first time this integrated active suppression was attempted
experimentally, the control algorithm with parameters tuned
using these models successfully suppressed the NTM and
tracked the evolution of the profile, thereby maintaining
ECCD alignment with the island [6].

An alternative to the search and suppress algorithm is the
target lock algorithm. This control scheme uses the observed
response of the mode amplitude to either natural fluctuations
or preprogrammed variations in the control variable to infer
the proximity to ideal alignment. An approximate form of the
modified Rutherford equation [6] is implemented in this algo-
rithm to estimate the expected mode decay or growth rate
based on the degree of misalignment. 

The search and suppress, active tracking, and target lock
algorithms enable full and sustained suppression of both 3/2
and 2/1 NTMs in DIII-D under closed-loop control. Suppression
of the 3/2 NTM allows operation at normalized beta values of

FIGURE 4 The DIII-D search and suppress algorithm with active
tracking. The figure illustrates the successful use of this method for
suppressing the NTM and sustaining stabilization during DIII-D plas-
ma discharge 115267. The search and suppress algorithm is
engaged at approximately 3.0 s, while active tracking is engaged at
approximately 3.4 s. (a) The experimental NTM mode amplitude,
which varies with the island width, is well predicted by the NTM
model. This plot also shows the input ECH power. The notation a.u.
(arbitrary units) indicates that no effort has been made to convert
the signal to standard units such as meters or MW. (b) The plasma
major radius is modified to achieve and maintain alignment between
the NTM island and ECCD deposition locations. (c) The radial loca-
tion corresponding to the peak of ECCD current deposition is deter-
mined empirically after the discharge. The control during the
discharge causes the radius of the 3/2 NTM island flux surface to be
nearly optimally aligned with this location. 

ECH Power (a.u.)

Simulated

Experiment

Command

Experiment

Ideal Location Inferred from Experiment

Experiment

40

20

0

0.04
0.02

0
−0.02

1.45

1.40

1.35R
 o

f q
 =

 1
.5

S
ur

fa
ce

 (
m

)
P

er
tu

rb
ed

R
 (

m
)

M
od

e
A

m
pl

itu
de

(a
.u

.)

3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7

Time (s)

(a)

(b)

(c)



APRIL 2006 « IEEE CONTROL SYSTEMS MAGAZINE 39

around 3.4, approximately 50% above the βN = 2.3 value
achieved in the presence of the unsuppressed mode [6]. The
duration of increased-beta operation is limited only by the length
of time that the gyrotrons can inject power into the plasma.

Eventual application of NTM suppression to fusion reactors
envisions several possible modes of operation. In one scenario,
current drive is applied in steady state at the relevant flux sur-
faces to preemptively suppress seed islands that might be trig-
gered by background MHD instabilities or turbulence. Because
the current drive source must operate constantly in this scenario,
a large amount of auxiliary power is required. This approach
also requires constant tracking of the ECCD deposition location
and target flux surfaces to maintain alignment. Another
approach to NTM suppression is to detect the presence of NTM
islands and suppress the mode as rapidly as possible, before a
2/1 island reaches a potentially disruptive saturated size or a
3/2 island significantly degrades confinement. This method
demands a rapid island acquisition and alignment system to
suppress the NTM within tens of milliseconds after the onset of
island growth. Of course, continuous calculation of the flux sur-
face geometry and computation of the expected deposition loca-
tion can allow the system to be engaged quickly and thus meet
this suppression time requirement. Gyrotrons, for example, can
be ramped to full power in significantly less than 10 ms. 

Future Directions
It is widely accepted that localized current drive can replace
the missing current that characterizes the NTM, thereby stabi-
lizing the mode. Closed-loop feedback approaches have
demonstrated NTM suppression sustained for several seconds
on various tokamaks. However, before current drive suppres-
sion can be used effectively in a reactor-grade plasma, several
key capabilities must be demonstrated. The principal require-
ment in a reactor is reliable, simultaneous, and steady-state
suppression of both the 3/2 mode, which mainly degrades
confinement, and the 2/1 mode, which can lead to a disrup-
tion. Demonstrating simultaneous stabilization requires more
installed current drive power than is presently available in
any machine, independently steerable launchers, more accu-
rate and reliable real-time reconstruction of internal magnetic
surfaces, accurate real-time determination of the current depo-
sition location, and algorithms that can deal with changing
equilibrium and machine conditions. 

Work has begun on installing steerable launchers in several
tokamaks, and real-time steering has been demonstrated in 
JT-60U. Although real-time magnetic surface reconstruction
has been demonstrated in DIII-D, improved levels of accuracy
are required to sustain suppression for the longer 10-s pulses
expected in the 2006–2007 campaigns. Algorithms for detecting
the location of optimal alignment and maintaining alignment
once the mode is suppressed have also been developed, but
leave room for improvement. While NTM suppression in toka-
maks is evolving, the objective can benefit from advances in
control algorithms, estimation, real-time computation, actuator
technology, and diagnostic signal interpretation.

DETECTION, CORRECTION, AND MITIGATION 
OF OFF-NORMAL EVENTS
By definition, off-normal events do not usually occur during
well-controlled steady-state operation. The impact of off-
normal events in a tokamak can be summarized according to
the severity of their consequences.

1) Risk of personnel safety. These events can cause harm
to operating personnel or the general public. A catego-
rization of off-normal events from a safety point of view
is given in [13]. 

2) Risk of equipment safety. These events can cause dam-
age to either the device or the facility but do not risk the
safety of personnel. 

3) Performance degradation. These events can cause the
performance of tokamak operation to degrade but do
not create risk to either personnel or equipment. 

The primary personnel risks at a tokamak facility are due
to the high currents and voltages used to confine and heat the
plasma, radiation from activated materials or tritium release,
and conventional process control risks such as toxic chemicals,
high pressures, or extremely high or low temperatures. Most
of the approaches for dealing with these risks are rather con-
ventional and are already in use at major facilities. The main
risks to the device or facility derive from the large energy con-
tent in the plasma while the tokamak is operating. Off-normal
events that lead to plasma termination, such as major disrup-
tions (“Tutorial 18” in [1]), can deposit a significant amount of
energy onto plasma-facing components or create large and
potentially damaging mechanical forces. 

The handling of off-normal events includes detection and
identification of the off-normal event, determination and exe-
cution of corrective action, and execution of a mitigating
response when correction or recovery is not possible. In future
power-producing reactors, the system responsible for off-
normal event detection and response must be seamlessly inte-
grated with the multiple plasma control subsystems as well as
the overall machine and safety supervisory system.

Responses to off-normal events generally depend on the risk
associated with the event. A fast plasma termination is initiated
if an event poses an imminent threat to personnel, the device, or
the facility. However, a fast plasma termination can cause struc-
tural damage by localized deposition of thermal or magnetic
energy. Mitigating these effects requires termination techniques
that homogeneously distribute the plasma energy. A controlled
plasma termination is initiated when continued operation could
lead to a potential risk. In present devices, discharges are usual-
ly not terminated for reasons of reduced performance. Efforts
are made, however, to recover from the performance reducing
event, either in the same discharge or in those that follow.

A fast plasma termination can also be an unintended con-
sequence of a control failure. A loss of controllability can origi-
nate in the failure of a component or subsystem of a feedback
loop, in the operation of the system at operating points for
which the controller is not designed, or at operating condi-
tions that trigger other types of instabilities. 
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In the following subsections, we describe methods for han-
dling disruptions, system fault detection and isolation, and per-
formance optimization. The problems described are examples
of a broad collection of off-normal events that must be handled
in real time to enable a viable power-producing fusion reactor.

Disruption Avoidance and Mitigation
Erosion due to disruption reduces the lifetime of plasma-facing
components. Sometimes, long-term reconditioning of plasma-
facing surfaces after disruptions is required before normal plas-
ma operation can be resumed. It is therefore desirable to avoid
disruptions and to reduce their effects. Approaches to disrup-
tion avoidance can be divided into two categories [14]: 1) avoid-
ance of the operating conditions that lead to disruption and 2)
intervention after real-time prediction of disruption onset.

By ensuring that the plasma stays within a disruption-free
scenario (“Tutorial 13” in [10]), it is possible to avoid the oper-
ational limits and conditions that cause disruptions. However,
optimizing plasma performance often requires operating near
disruption limits. Disruption-free scenarios are often based on
conservative plasma operation parameters that do not come
close to known disruption-initiating or plasma control limits. 

In cases where disruption avoidance procedures operate
close to allowable limits, observation of the limits involved
and real-time disruption prediction or onset warning capabili-
ty become important. Basing disruption prediction on proxim-
ity to a single parameter limit or the confluence of several
single parameter limits may not provide complete certainty
for disruption avoidance and can restrict the accessible opera-
tion domain. An improvement can be made by implementing
a nonlinear multivariable disruption predictor, wherein multi-
ple disruption-related indicators or diagnostic signals are
combined to provide a composite disruption warning indica-
tor that is more robust and reliable than simple single- or mul-
tiple-parameter indicators. For example, after training, neural
networks are able to predict disruptions in DIII-D [15] and
classify disruptions in JET [16]. Enhanced prediction capabili-
ties (85%) are achieved in ASDEX-U using a neural network
disruption predictor [17]. More complex systems [18] are
capable of disruption prediction with a probability of 95%. 

Ideally, an impending disruptive MHD instability can be
detected and avoided by modifying the target equilibrium, heat-
ing, density, or other operating parameters. If avoidance is not
possible, mitigation of its effects is required. Plasma facing com-
ponent damage is primarily due to an excessive surface tempera-
ture rise leading to melting or ablation, which cannot be
ameliorated by improving the heat removal capability of the plas-
ma-facing component heat sink. Effective thermal mitigation
approaches involve maximizing the time during which the ener-
gy is released or expanding the region over which the energy is
deposited. This goal can be achieved by the fast injection of impu-
rities. Ultraviolet radiation from the injected impurities distributes
the plasma energy more uniformly on the first wall, reducing the
thermal load in any one location. The most effective methods are
solid pellet injection [19] and intense gas puffing [20]. 

Fault Detection and Isolation
During tokamak operation, hundreds of subsystems must
operate correctly and simultaneously for a successful plasma
discharge. Verifying proper operation of the subsystems most
prone to failure is often done manually by human operators
after the discharge. Because of the tedious nature of this task
and the large number of systems, inoperative or malfunction-
ing systems can remain undetected until several experimental
discharges have passed. Occasionally, problems are not
detected until days later, especially if the failure does not pre-
vent operation. Efforts are being made toward developing
automated fault detection systems [21]–[23].

Fault detection and isolation (FDI) techniques have been
under development for the last three decades. In hardware
redundancy methods [24], multiple physical subsystems,
such as multiple sensors, are installed and their output sig-
nals are compared for consistency. In the event of failure, a
subsystem backup is switched in. Characteristics of this
approach are high cost, additional space requirements, and
hardware complexity. In analytic redundancy methods, the
inherent redundancy contained in the static and dynamic
relationships among the inputs and outputs of the system,
for example, systems in which there are more measure-
ments than independent states, is exploited. The measure-
ments of the system inputs and outputs are processed
analytically to obtain estimates for evaluating the condition
of the system. These estimates can be generated using
either quantitative or qualitative models. 

For quantitative, that is, mathematical, models, the
model-based predictors are state estimation, parameter iden-
tification, and parity space methods. For qualitative, non-
mathematical models, the prediction is based on
decision-table-based methods, knowledge-based expert sys-
tems, and neural-network-based methods. The estimated
variable is compared with the corresponding measured
value of the variable to generate a residual. Deviations of this
residual that indicate a failure are detected by methods such
as Bayes decision and hypothesis testing. 

Due to the complexity of tokamak systems and the num-
ber of variables to be monitored, current efforts toward FDI
are based primarily on qualitative approaches. Each type of
fault is characterized by a specific combination of symptoms.
Classification methods such as fuzzy clustering, artificial
neural networks, and geometrical distance are used to deter-
mine the type of fault [25]. If more information about the
relations between symptoms and faults is available in the
form of diagnostic models, methods of reasoning can be
applied. The reasoning strategies for fault diagnosis are
probabilistic reasoning, rule-based reasoning, sign-directed
graph, fault symptom tree, and fuzzy logic.

Examples of Fault Detection in Present Tokamaks
At JET, an automatic modular sensor fault detection and clas-
sification [21] system has been built for the sensors measuring
the vertical mechanical stresses on the supports of the vacuum
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vessel of the tokamak. Experts are interested in the reliability
of these measurements during specific time windows corre-
sponding to the occurrence of disruptions. During the usual
operational life of the tokamak, in fact, mechanical stresses are
weak and do not need to be monitored. However, fast dynam-
ic vertical displacement events (VDEs, see “Tutorial 18” in [1])
cause an impulsive force and mechanical oscillations of the
vacuum vessel, which must be monitored to ensure mechani-
cal integrity of the tokamak. One of the actions related to the
mechanical monitoring of the stresses is to suspend the experi-
mental campaign when more than a fixed number of VDEs
trespass a certain stress threshold in a day. The reliability of
the measurements is therefore important for avoiding both
unwarranted suspension of the experiments and dangerous
experiments carried out above the operational limits. The
strategy used at JET is based on a modular system that con-
sists of two stages. The first stage is a multilayer perceptron
neural network that predicts features of the signals on the
basis of selected inputs [22]. The predicted features are com-
pared with the actual feature values, and alarms are raised
indicating sensor faults if the corresponding residuals are too
high. This task is part of the fault detection phase, which con-
sists of revealing the presence of a fault. The second stage
focuses on fault classification, which is accomplished by a
fuzzy inference system. In this case, the fault classification
rules are established on the basis of manual fault classification
previously performed by experts. The tuning of the member-
ship functions is set by trial and error, taking into account sen-
sor accuracy and disturbance level. 

An expert-system-based fault detection system used rou-
tinely during DIII-D operations has increased tokamak pro-
ductivity. The fault identification and communication system
(FICS) [23] executes automatically after every plasma dis-
charge to evaluate dozens of device subsystems for proper
operation and communicate the results to the tokamak opera-
tor. The two primary purposes of FICS are fault detection and
fault prediction. Fault detection refers to determining which
systems are not working properly during an experiment, even
if there is no loss of experimental discharge. Fault prediction
refers to determining which systems appear to be having trou-
ble and may cause a future fault. This process includes detect-
ing programming errors, that is, determining whether the
operator specified setup for a discharge is self-consistent.

The core of FICS uses the public domain C language inte-
grated production system (CLIPS) software, a computer lan-
guage designed for implementing expert systems. Originally
developed by NASA [26], CLIPS provides two powerful capa-
bilities not available in conventional programming languages.

Chaining provides the ability to emulate a human chain of
reasoning in software. Data-driven execution enables the
expert-defined rules to activate as soon as a knowledge or
data source becomes available. The CLIPS shell performs the
inferences, executing rules of the form “if A, then B.” In its
simplest form, CLIPS consists of facts and rules. Rules are exe-
cuted when specified facts are asserted, for example, “A” in
the clause “if A, then B.” The consequences of a rule execution
are to assert other facts “B,” which can then execute other
rules. An important side effect of rule execution is the ability
to activate functions that extract and manipulate data and
return the results of those manipulations to the expert system.
This information can then be used to assert more facts to drive
other rules. The order of rule execution can be influenced by a
priority value assigned to each rule. Rules are executed
according to their relative priority and according to when
their data become available. Since the program is data driven,
each rule executes if and when the data is acquired. If a partic-
ular piece of data is not available, tests that require this data
do not execute, and an alarm is raised indicating that the
required data were not acquired.

The success of a fault detection system depends on the
availability of measured data. Present devices can acquire a
huge amount of experimental data, up to several gigabytes
per discharge of only a few seconds duration. Steady state
operation will place significant new demands on data storage,
even with slow data acquisition rates. On the other hand, the
data acquisition system must be able to capture rapid and
unpredictable changes for use in fault detection and identifica-
tion. For this purpose, new data acquisition methods devel-
oped for the TRIAM-1M [27] and JET [28] tokamaks combine
coarse data from quiescent steady-state phases with fine data
from rapid and unpredictable transitions. In future steady-
state tokamaks, such finely sampled data will be used to
detect and respond to off-normal events.

Performance Optimization Through Event Handling
Catastrophic loss of plasma or failure of tokamak systems are
the most obvious off-normal events. Other, more subtle
events, one of which is described below, simply degrade per-
formance. Thus, methods to handle and correct these events
can be thought of as performance optimization. A good exam-
ple of performance optimization is the detection and handling
of the H-mode to L-mode (“Tutorial 19”) back-transition that
occurs in ASDEX-U [29]. The performance control in ASDEX-U
is dedicated to the control of plasma characteristics such as
confinement or radiative behavior, which are rather weakly
coupled to parameters related to, for example, the plasma

Power systems for tokamak control problems are a challenge due to simultaneous

requirements for high voltages and currents and speed of response.



position and shape control. Several process controllers, usual-
ly simple single-variable proportional-integral controllers, are
used to control different characteristics of the plasma, includ-
ing various forms of density, temperature, and pressure, as
well as fueling mixtures and power flows. These basic process
controllers are combined to define control recipes, which are
switched on and off during the discharge. Activation of the
control recipes at preset times during the discharge to opti-
mize a plasma characteristic is not practical because it is diffi-
cult, if not impossible, to predict the conditions of the plasma.
A real-time algorithm for plasma-regime recognition [29] is
therefore used as the trigger mechanism for the control
recipes. The first version identifies five confinement regimes
(“Tutorial 19”): the ohmic phase (OH), standard L-mode (L),
standard H-mode (H), highly radiating L-mode (HRL), and
highly radiating H-mode (HRH). This algorithm allows the
switching of control recipes to recover plasma performance.
For example, the working point for best HRH plasma perfor-
mance is close to the H-mode to L-Mode back transition, so
that occasional back transitions occur. When they do occur,
the regime recognition algorithm dynamically switches to
another control recipe to restore the desired HRH mode. 

Future Directions
Methods for ensuring personnel safety have been largely sys-
tematized in existing tokamak devices. Anticipated dangers in
next-generation devices include the use of larger amounts of
radioactive tritium, greater neutron production within the

device, and the resulting neutron-activated, plasma-facing
materials. These dangers can be mitigated by the experience
gained over many decades in the nuclear power industry. In
addition, accidents involving the loss of cryogenic coolant for
superconducting coils might present a danger to personnel as
well as to the device. 

New methods are sought to deal with these and other
types of off-normal events. Many of the present methods of
fault detection and diagnosis execute primarily offline and
between plasma pulses. These methods need to be converted
to online detection algorithms when steady-state devices are
put into use. Currently, much of the knowledge required for
detecting faulty tokamak systems resides only in the minds of
experienced operators. Also, most present-day tokamaks do
not maintain models of support systems able to predict sys-
tem outputs from measurable signals, which are necessary for
model-based fault detection. Operator knowledge must be
captured, and models of tokamak support systems must be
developed so that the knowledge and models may be incorpo-
rated into online fault diagnosis software. 

For faults that can lead to device safety issues, present
methods for controlled shutdown of the plasma pulse must be
further developed and expanded to include a greater number
of faults. In particular, reliable and safe online methods for
remediation of large energy events must be implemented and
proven. For example, mitigation of plasma disruptions
through massive gas puffing is now being implemented and
tested on several experimental devices. The next step is to
make these methods part of the routine operation of a device. 

EDGE LOCALIZED MODES
A defining feature of high energy confinement (H-mode; see
“Tutorial 19”) tokamak plasmas is a region of reduced thermal
and particle diffusion near the plasma boundary, called the
edge transport barrier (ETB) (“Tutorial 20”). Although the
high performance of H-mode plasmas results from high
pedestal temperatures and densities (Figure 5) obtainable with
an ETB, the very low transport in the edge region generally
leads to a rise in the gradient of the pressure distribution near
the edge, which triggers an instability localized to the plasma
edge known as the edge localized mode or ELM [30]. 

By using photodiodes, ELMs are most often observed as
bursts of light from excited hydrogen or deuterium atoms [Fig-
ure 6(a)] in regions where the ELM power flux reaches the ves-
sel wall. The magnetohydrodynamic instability that is believed
to be responsible for the larger ELMs in Figure 6(c) also per-
turbs the magnetic field. This perturbation can be observed on
magnetic probes mounted on the vessel wall [Figure 7(b)]. 

The physics processes of the ELM are not completely
understood, although significant progress is being made. The-
ories based on ideal MHD (“Tutorial 3” in [2]) appear to be in
good agreement with the early linear phases of mode growth.
The later nonlinear growth of the mode is an active area of
research. Figure 8 shows the mode structure in the nonlinear
growth phase as predicted by the model of [33]. This figure is

Tutorial 19: Confinement Modes

The energy confinement time τE (“Tutorial 2” in [2]) is an

important measure of the ability of a plasma to retain

energy and thereby support continuing fusion reactions. In

the tokamak experimental community, plasma confinement

properties are categorized as one of four confinement

modes. The first of these modes is the ohmic plasma, which

is heated only by the ohmic transformer action (“Tutorial 9” in

[7]). The three remaining modes use methods of auxiliary

heating as well as ohmic heating. In order of increased 

confinement, these three modes are the low-confinement

mode or L-mode, the high-confinement mode or H-mode,

and several versions of very-high-confinement modes. These

modes are primarily distinguished by the shape of their tem-

perature, pressure, and density profiles (“Tutorial 5” in [2])

with the higher confinement modes exhibiting steeper gradi-

ents. The terms ohmic plasma, L-mode, and H-mode have

become more or less accepted terminology, while the terms

describing the highest confinement regimes vary between

institutions. 

H-mode [31] is the target regime for the advanced toka-

mak concept (see [2]), since higher-confinement modes

have only been produced transiently and have always been

terminated by a severe MHD instability. 

42 IEEE CONTROL SYSTEMS MAGAZINE » APRIL 2006



consistent with the intuitive picture of ELMs, namely, that the
nested flux surfaces characterizing ideal MHD are broken by
the instability and, consequently, particles and heat can be
removed through the plasma edge. 

The three ELM types that are observed in most toka-
maks [30] are summarized in Table 1. The different types
are experimentally distinguished by the dependence of the
ELM frequency on heating power dfELM/dP (Figure 6), the
density of the plasma, and the shaping applied to the plas-
ma cross section. 

Each ELM causes a collapse of the ETB and can cause a loss
on the order of 5% of total plasma stored energy on a very
short timescale. The ETB forms again following the ELM and
the energy confinement of H-mode discharges with ELMs
remains superior to discharges with no ETB. However, the
large power loss during the ELM, projected to be tens of
gigawatts in a power-producing reactor, creates severe diffi-
culties in the design of the tokamak power exhaust handling
structures (Figure 9). Work on ELMs has focused on develop-
ing techniques for 1) reducing the ELM power loss, either by
reducing the total ELM energy loss or by extending the time
during which the energy is lost, or 2) enhancing the particle
transport in the ETB or raising the ELM instability threshold
to keep the pressure gradient below the critical level that trig-
gers the ELM. Both of these approaches must also maintain a
high-quality ETB for good overall confinement. 

An ELM control technique that uses the second approach is
to operate the tokamak with “ELM-free” discharges, which
have previously been observed in tokamak experiments. In
these discharges, the plasma has a high critical (threshold)
pressure gradient for the ELM instability, and input power is
kept sufficiently low so that this critical pressure gradient is
not reached. However, this technique results in another diffi-
culty. Impurities are continuously produced by plasma inter-
action with device components that face the plasma or as
products of fusion reactions. Impurities entering the plasma
edge are generally ionized in or near the ETB and are then
transported inward to the plasma core, where they interfere
with fusion power production. ELMs reduce the source of
these impurities by removing them periodically in their region
of ionization. Thus, ELM-free discharges often exhibit impurity
accumulation and are not considered to be viable solutions.
Therefore, any technique that eliminates the ELMs must also
provide an alternative mechanism for reducing the impurities
in the plasma. Furthermore, ELMs provide a mechanism for
density control by moving particles from the plasma interior
to the scrape-off layer, where the particles can be pumped out
of the vessel (“Tutorial 6” in [7]). If ELMs are eliminated, an
alternative method for density control is needed. 

Experimental Approaches to Control
Although several promising approaches for reducing or elimi-
nating ELMs have been explored, none present a clear solution
path. An ideal method is one that provides transport of particles
out of the plasma, but without the associated heat transport,

Tutorial 20: Edge Transport Barriers

Explanation of the ELM instability centers on the transport

and MHD behavior in the edge transport barrier of the

plasma (Figure A). In contrast to global modes such as the

RWM (see the RWM section of this article), the ELM is 

primarily localized to this edge region. The height of the tem-

perature pedestal (Figure A) acts roughly as a multiplier for

temperatures inside the plasma. The greater the pedestal

height, the greater the total energy content of the plasma.

Inside the knee, the temperature is approximately ten times

that of the sun’s center (1,000 eV), while exterior to the 

plasma it is about 10 eV. The source of the ELM instability is

the resulting large pressure gradient in the edge region. During

an instability, up to 25% of the pedestal energy can leave the

plasma and be deposited on plasma-facing components.

FIGURE A  Definitions relevant to ELMs. The solid red curve is
fit to the measured electron temperature data. Lines through
the data points indicate plus or minus one standard deviation
(estimated) from measurements. The edge transport barrier
(ETB) is a region at the edge of the plasma that is a barrier
to the transport, or diffusion, of heat and particles out of the
plasma. The ETB and other forms of transport barrier are
characteristic of high energy confinement mode (H-mode)
plasmas, since they tend to prevent heat from escaping the
plasma. Width of the ETB is defined to be the width of the
steep gradient region in the electron temperature profile. This
edge region is defined to be the region between the knee of
the fitting function and the plasma last closed flux surface.
The pedestal in temperature coincides with the plasma interi-
or region. (The terminology in the literature is inconsistent,
since “pedestal” is sometimes used to refer to the edge
region.) Since the pressure profile in H-mode plasmas takes
a similar form, in discussions of edge transport barriers, tem-
perature and pressure are often used interchangeably. How-
ever, pressure can sometimes have a narrower steep
gradient region. The close proximity of the high-pressure
region inside the ETB and the low-pressure region outside
the ETB is the source of the ELM instability.
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which degrades energy confinement. None of the current meth-
ods are sufficiently advanced to attempt feedback control.

Several experiments have shown that regular injection of
deuterium fuel or impurities in the form of frozen gas pellets
or by gas puffing can trigger or modify ELMs. For example,
experiments at the ASDEX-U tokamak [34] show that repeti-
tive deuterium pellet injection can trigger more frequent,
smaller ELMs. Energy losses are thus spread over longer
times, with smaller peak losses. The resulting loss of confine-
ment is not as severe as with naturally occurring ELMs. Using
this method, only ELMs initiated by pellets occur. Gas fueling
has also been shown to produce ELMs of smaller size. In cases
where the Type I ELM size is reduced by increased gas fuel-
ing, the reduced ELM size is believed to be caused by a nar-
rowing of the steep pressure gradient region near the
separatrix relative to the ETB width (see “Tutorial 20”). The
narrower pressure gradient region enables instabilities to be
triggered more easily, allowing less time for energy to build
up between ELMs. In present experiments, this effect also
results in reduced core stored energy. However, in a reactor-
scale tokamak, it is speculated that a confluence of factors
enabled by the expected higher pedestal temperature can miti-
gate this reduction in performance. 

One class of experiments shows that Type I ELMs can be con-
verted to Type II or III by oscillation of
the plasma position. At TCV [35], vertical
position oscillations of a few millimeters
induced higher-frequency ELMs, some
apparently locking to the oscillation fre-
quency. If this oscillation is done on a fre-
quency greater than the natural ELM
frequency, the ELM size is reduced. The
cause of the ELM triggering is unclear,
although there is speculation that the
vertical motion induces current in the
plasma edge triggering the instability. It
is unknown whether this technique will
be compatible with good performance in
a reactor-scale tokamak. 

Experimentalists at the Alcator C-
Mod tokamak have discovered an
ELM-free H-mode regime called
enhanced D-alpha (EDA) [36]. This
mode exhibits enhanced particle trans-
port without an accompanying
increased energy transport. This
regime is characterized by the pres-
ence of high-frequency (>100 kHz)
plasma edge fluctuations that seem to
provide the necessary mechanism for
enhanced particle transport for density
control and for removing impurities.
Although the EDA has the desired
characteristics, other devices have so
far been unable to reproduce this

FIGURE 5 Projected dependence of Q on pedestal temperature. The
ratio Q of fusion output power to additional heating power into the
plasma is a measure of efficiency of fusion power production. This
plot assumes a fixed 40 MW of available input power and constant
density across the pedestal (Figure A). The pedestal temperature
must be maintained at approximately 4 keV to sustain the ITER tar-
get value of Q = 10. 
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FIGURE 6 Dependence of different ELM types on injected power: (a) shows detected light emis-
sion for Type III ELMs, and (b) shows neutral beam power injected into the plasma during the
same time; (c) shows detected light emission for Type I ELMs, and (d) shows simultaneous
neutral beam power injected into the plasma. One characteristic that distinguishes Type I and
Type III ELMs is their response to increases in injected power. The frequency of Type I ELMs
increases with increasing power while the frequency of Type III decreases. Another characteris-
tic is the typically much larger peak amplitude of Type I ELM light emissions.
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mode, except, perhaps, for the JFT-2M tokamak [37]. In addi-
tion, the continuous edge instability is thought to be associat-
ed with high edge resistivity (“Tutorial 9” in [7]) and thus
might not occur in a reactor-scale tokamak. 

Experiments at DIII-D have demonstrated a regime called qui-
escent H-mode (QH-mode) [38], which allows ELM-free operation.
A key feature of the regime is an edge electromag-
netic oscillation, also known as the edge harmonic
oscillation (EHO) [39]. The EHO enhances the parti-
cle transport through the edge without significantly
increasing the thermal transport. The QH-mode
operation has also been demonstrated at ASDEX-U
[40], and QH-mode periods have been seen in dis-
charges in JET and JT60-U. Although QH-mode
operation occurs in a more reactor-relevant regime
than EDA, this mode appears to require toroidal
rotation of the edge plasma opposite to the direc-
tion of the plasma current. 

A method for controlling large ELMs in high-
confinement plasmas by creating a stochastic
magnetic boundary is demonstrated in [41]. A sto-
chastic boundary refers to a randomization of
magnetic flux contours at the plasma edge in
place of the nested contours characteristic of ideal
MHD. Experiments at DIII-D and subsequent
analysis show that imposition of a nonaxisym-
metric field can randomize the flux at the plasma
edge and provide a means for steady-state trans-
port of particles out of the plasma, in contrast to
the impulsive transport of ELMs. ELMs are
reduced or eliminated while maintaining a high
H-mode pedestal (“Tutorial 20”). Initial experimental results
were obtained in plasmas with high collisionality at the plasma
edge and used low magnetic perturbation amplitudes. Collision-
ality refers to the frequency with which particle collisions occur.
More recently in [42], in experiments with low edge collisionali-
ty, conditions similar to those expected in ITER, the use of high
magnetic field perturbations completely eliminated ELMs, simi-
lar to the QH-mode regime. Present stochastic boundary experi-
ments use steady-state nonaxisymmetric magnetic
perturbations, which have the side effect of slowing plasma rota-
tion and can result in destabilizing the RWM instability. (See the
“Stabilization of the RWM” section.) A modification of the
method that uses an oscillating field perturbation may not have
this problem. The stochastic boundary approach is promising
for ITER because it is practical to implement, although some
aspects of the physics remain unclear. 

Future Directions
An H-mode regime with Type I ELMs has been chosen as the
standard operating scenario (“Tutorial 13” in [10]) for ITER
[43] because it is capable of being sustained in steady state
with high confinement. Ongoing investigations of ELMs have
focused on evaluating the adequacy of this choice as well as
considering possible alternatives. These alternatives so far

consist of both modified operating regimes that avoid Type I
ELMs and open-loop methods to alter the character of the
ELM instability. Some of these methods offer the possibility of
feedback control for ELM suppression. For example, the
mechanism for ELM suppression in the stochastic boundary
approach with low edge collisionality plasmas is caused by a

FIGURE 7 The magnetic character of an ELM. The curve in (a) is an expansion of a
single instability similar to those shown in Figure 6(c). The curve in (b) is a measure-
ment of the derivative of magnetic field at the outboard midplane showing magnetic
behavior simultaneous with the light emission in (a). 

1.961 1.962 1.963
Time (s)

1.964 1.965 1.966

0.1

0.3

0.5

0.7

−80

−40

0

dB
/d

t
P

ho
to

di
od

e
40

(a)

(b)

FIGURE 8 Intensity plot of the perturbed density at the plasma outer
midplane during the later nonlinear phase of a simulation of the
growth of the edge localized mode. The early phase of the mode
growth is linear and approximately represented by ideal MHD. The
local nature of the mode growth is illustrated with the “finger” of
plasma radiating out from the plasma edge toward the vacuum ves-
sel wall. This plasma finger also extends along the magnetic field
(into and out of the page). Large transport through the walls of the
finger or the breaking off, or magnetic reconnection, of the finger are
possible mechanisms for the ELM energy loss. 
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reduction in the edge pressure gradient (“Tutorial 20”), a
potentially measurable quantity. The amount of reduction
seems to depend on the magnetic field strength and how well
the pitch (“Tutorial 16” in [1]) of the applied magnetic field
matches the field at the plasma edge. These control actuators
and measurements suggest a possible mechanism for feedback
control of ELMs. Similarly, since ELM frequency is apparently
controllable by injecting pellets or gas or by oscillating the
plasma, it is feasible to think in terms of controlling the ELM
frequency in feedback using these actuation methods.

STABILIZATION OF RESISTIVE WALL MODES
In this section, we discuss one of the major tokamak non-
axisymmetric instabilities, namely, the resistive wall mode

(RWM). The RWM is a form of plasma kink instability under
the influence of a resistive wall. The word kink is appropri-
ate to characterize the RWM behavior, which is similar to a
garden hose kinking when it is suddenly pressurized (Fig-
ure 10). The entire plasma configuration deforms in a heli-
cally symmetric manner. The toroidal mode number n
(“Tutorial 4” in [2]) is used to identify the helicity of the
deformation. For RWM control, we are primarily interested
in the lowest mode number n = 1 since the n = 1 instability
is the first to occur with rising pressure. Although the
achievable plasma pressure in power reactors is expected to
be limited by the n = 1 mode, it is predicted that the n = 2
mode will also become unstable if the n = 1 mode is stabi-
lized and the pressure continues to rise. 

TABLE 1 Experimental characteristics of the three ELM types. The ELM type with the widest operational range, Type I [Figure
6(c)], allows large pressure in the ETB but the energy loss �WELM at each ELM is also large. The symbol W is used in
plasma physics to denote quantities of energy. The pedestal energy WPED is defined as the pressure on the inside edge of the
ETB times the plasma volume. Note that pedestal energy is not the same as total stored energy. The Type II ELM has low ELM
energy loss and high ETB pressure but is observed only in a limited range of plasma shaping and density that may not be
applicable to a tokamak reactor. The Type III ELM [Figure 6(a)] has a wider operational range than the Type II and low ELM
energy loss but also reduced energy in the pedestal. The pedestal energy WPED and density shown here are values relative to
the conditions under which Type I ELMs occur. 

Type WPED �WELM dfELM/dP Density Shaping

I 1 0.05–0.25 WPED > 0 1 Any

II 1 < 0.01 WPED < 0 � 1 Strong

III < 2/3 < 0.01 WPED < 0 � 1 or � 1 Any

FIGURE 9 Expected erosion lifetime of ITER divertor plasma-facing
components (Tutorial 6 in [7]), expressed in terms of the number of
ELMs or corresponding ITER full power pulses, as a function of
ELM energy loss from the pedestal �WELM (see Table 1). Curves
are shown for two materials, carbon fiber composites (CFC) and
tungsten (W), and for three different approximations to the power
signal during an ELM. The lifetime of the ITER divertor drops quickly
as the energy lost per ELM increases. Uncertainties in extrapolating
expected ELM energies from present devices make it difficult to
know precisely what to expect in the ITER device. (Reproduced
from [32] by permission of G. Federici and the Institute of Physics.) 
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FIGURE 10 Illustration of kink deformations of a circular cross-section
plasma, greatly exaggerated for illustration. The red torus repre-
sents a circular cross-section plasma before deformation. The blue
surface represents the deformed plasma: (a) shows an n = 1 kink,
and (b) shows an n = 2 kink, in which the plasma perturbation
repeats itself twice as the toroidal angle varies from 0 to 2π . In each
case, the deformation follows a helical path with respect to the
undeformed plasma. 
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When the plasma undergoes a nonaxisymmetric distortion
as in Figure 10, the current flowing in the plasma moves with
it. The magnetic flux and field generated by this current also
moves with the fluid distortion. This moving magnetic field
induces eddy currents in the surrounding conductive struc-
tures similar to the way in which eddy currents are induced by
the vertical instability (“Tutorial 14” in [1]). These induced cur-
rents, in turn, generate magnetic fields that oppose the plasma
deformation, as in the case of the vertical instability. The over-
all effect of the presence of a conducting wall is to transform a
plasma deformation with an extremely fast growth time of a
few microseconds into a combined plasma/wall system with
an instability having a growth time on the order of the resistive
decay time of eddy currents in the surrounding materials, that
is, a few milliseconds. This slower growth enables the use of
feedback to control the RWM instability. 

The magnetic field motion due to the plasma fluid defor-
mation is observable outside the plasma by magnetic sensors.
Even though the deformation of the plasma surface cannot be
directly measured in real time, the magnitude and direction of
the deformation can be inferred from the external magnetic
sensor measurements (Figure 11). Magnetic sensors are struc-
turally simple and robust, and thus are viable for magnetic
feedback control. Offline diagnostics are used for developing
understanding and modeling of the physical processes. Exam-
ples of the diagnostic measurements used in RWM analysis
are shown in Figure 12.

The Physics of the RWM
According to MHD theory, a sufficiently high plasma pressure
makes the RWM unstable when the surrounding wall structure
is located far from the plasma surface. The plasma pressure
threshold for this instability is expressed in terms of a critical
value of normalized beta βN (“Tutorial 2” in [2]). The unstable
eigenmode could, in theory, be stabilized by the mode-induced
eddy currents in the wall if the plasma were surrounded by a
perfectly conducting wall within a critical distance. A perfect
conductor is one without resistance, implying that there is no
resistive decay of the stabilizing eddy currents induced by the
eigenmode. In actual devices, the wall current decays due to
resistive losses, and the mode amplitude grows with a growth
time that is a fraction of the wall time constant. The critical
value of beta for which the plasma becomes unstable without a
perfectly conducting wall is called the no-wall beta limit. With
a further increase of plasma pressure, the RWM would become
unstable even in the presence of a perfectly conducting wall.
The value of beta for which this ideal instability (“Tutorial 17”
in [1]) occurs is called the ideal-wall beta limit.

Ideal MHD gives a detailed prediction of the structure of
the RWM, as illustrated in Figure 13. MHD also predicts that
the RWM amplitude is larger at the outer radius side of the
plasma than at the inboard side. This larger amplitude is due
to the nature of the confining toroidal field, which decreases
away from the torus axis of symmetry (the Z axis in Figure A
in “Tutorial 1” in [2]) so that the magnetic field pressure is

weaker at the outer radius. This difference in pressure
increases the RWM perturbation amplitude at the outer edge
of the plasma, which suggests that an actuator located at the
outer radius of the plasma is favorable and should be effec-
tive for RWM control. 

According to ideal MHD, the RWM structure inside the
plasma fluid is complex [Figure 13(a)]. However, when con-
sidering methods for stabilizing this mode, fluid deformation
is not the focus of attention. Instead, these methods focus on
the magnetic field perturbation associated with the plasma
fluid deformation, since a number of real-time sensors are
available to measure this perturbation (Figure 11) and simple
models of the RWM can be developed. Experimental studies
[45]–[50] reveal characteristics of the RWM and their relation
to ideal MHD predictions: 

1) The spatial structure of the RWM agrees with the ideal
MHD theoretical prediction (Figures 13 and 14). The
RWM exhibits a structure that is global, extending from

FIGURE 11 RWM real-time control sensors and actuators currently
installed on the DIII-D device. The vacuum vessel, represented by
the brown surface, is cut away to show internal detail. The plasma is
represented by a yellow surface. Typical sensors for radial flux mea-
surement are provided by window-frame-shaped saddle loops
(Tutorial 8 in [7]). Saddle loops used for RWM control (not shown)
are as large as the external actuator coils, known as C-coils, and
located concentrically with those coils; these saddle loops are also
referred to as radial flux loops. Radial flux is equal to the integral
ψ = ∫

Al
Br dA of radially directed magnetic field Br normal to the

wall over a broad area, where Al is the area subtended by the loop.
Although, strictly speaking, these saddle loops measure radial flux,
measurements made by these sensors are often referred to as radi-
al field measurements because of this integral relationship between
field and flux. The poloidal field Bp sensors, shown in red, are mag-
netic probes. These sensors are mounted on the vessel wall and
measure the local magnetic field component tangent to the wall. For
actuation, the C-coil set, shown as blue rectangles, consists of six
coils located on the midplane outside the vacuum vessel. The I-coil
set, shown as black rectangles inside the vessel, consists of two
sets of six coils at upper and lower off-midplane angles, installed
between the vacuum vessel wall and the plasma-facing carbon tiles. 

External Coils
(C-Coils)

Vacuum Vessel
(Cutaway View)

Internal Coils
(I-Coils)

BP Sensors
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the plasma core to outside the vacuum vessel, where we
define this mode as the combined magnetic field pro-
duced by the displaced plasma fluid and the conducting
structures. 

2) The existence of a threshold in plasma pressure for the
onset of the RWM agrees with ideal MHD theory. 

3) When a nonaxisymmetric external magnetic field exists,
the mode responds only to the component of the exter-
nal field that matches the mode’s own field structure.
The mode amplitude is amplified proportional to the
external field, behaving like a magnetic field resonance
(discussed below). 

4) Beyond the ideal MHD framework is a surprising
observation: the mode can be completely stabilized by
rotating the plasma if the rotation is above a critical
value. 

5) The RWM can be stabilized by plasma rotation for well
over the ideal MHD timescale (“Tutorial 17” in [1]), while
the mode spatial structure remains unchanged even after
the wall eddy current disappears. The sustainment of a
single mode pattern over a long period is encouraging for

developing simple magnetic control techniques. This spa-
tial invariance is described as mode rigidity.

6) However, the finite amplitude of the long-sustained
RWM reduces the bulk plasma rotation, leading to a
less-stable high-pressure plasma. 

These observations provide the rationale for two approaches
for stabilizing the RWM. The first approach uses feedback
control to oppose the moving field that accompanies the
growth of the mode. We refer to this approach as magnetic
control. The rate of growth of the mode is slowed sufficiently
by the conducting wall to make a feedback process feasible.
The existence of a single dominant mode allows for simpler
models of the plant to be controlled. An example of the coil
arrangement used to excite the nonaxisymmetric field neces-
sary for RWM control is shown in Figure 11. 

The second approach for RWM control is the use of plasma
rotational stabilization. In present-day tokamaks, neutral
beam injection (NBI; see “Tutorial 9” in [7]) supplies an ample
amount of angular momentum input for maintaining rotation
of the plasma fluid, leading to the stabilization of the RWM
mentioned above. However, it is not obvious whether suffi-

cient plasma rotation can be achieved
in power-generating fusion reactors.
Thus, magnetic feedback control is
actively being pursued for use in
future devices.

Models of the RWM Instability
In this section, we describe basic mod-
els that are in use for stabilizing the
RWM. Initially, we assume there is lit-
tle or no bulk plasma fluid rotation.
Thus, we concentrate on the magnetic
aspects of the control problem. Models
for magnetic control ignore the inter-
nal details of the plasma, focusing
instead on the behavior of the magnet-
ic field structure on the plasma sur-
face. A common method for modeling
the unstable mode is to replace the
spatial perturbation of the plasma
with an equivalent perturbation of
surface current on a spatially fixed
plasma boundary. The spatial and cur-
rent perturbations are equivalent in
the sense that they both produce the
same magnetic field perturbation. The
surface current distribution can be cal-
culated from the geometrical shift of
the plasma surface. The eddy current
pattern on the wall can also be calcu-
lated once the plasma surface current
pattern is determined. The plasma
surface current and wall eddy cur-
rents are illustrated in Figure 14

FIGURE 12 Observation of an RWM inside a plasma by the soft X-ray diagnostic and outside the
vacuum vessel by a magnetic sensor. Time-dependent measurements of soft X-ray data mea-
sured at two toroidal locations, spaced 150◦ apart, are indicated in (a) by red and blue lines
(a.u. = arbitrary units). These measurements can be used to estimate plasma fluid displace-
ment. The curve in (b) shows the displacement of the plasma fluid corresponding to the soft X-
ray line circled in (a). The amplitude of the radial magnetic field measured just outside the
vessel during this time is shown in (c). Note the strong correlation between the fluid displace-
ment in (b) and magnetic field growth in (c). A DIII-D cross section illustrating the soft X-ray and
magnetic field measurement locations is shown in (d). The thick green soft X-ray chord corre-
sponds to the signal shown in (b). The helical n = 1 internal mode structure is observable as
differences in displacement measured by the two soft X-ray arrays (a). The soft X-ray diagnos-
tic detects the X rays emitted by a residual amount of impurity ions caused by electron bom-
bardment. This diagnostic is not sufficiently robust for real-time use, since the signals are also
sensitive to minor changes of other plasma properties. 
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through plots of magnetic field normal
to the plasma boundary. 

Using the assumption of a rigid
mode structure mentioned above, the
spatial distribution of current on the
plasma surface and the wall remain
intact while only their magnitudes
change. Using the surface current
representation of this mode, we can
construct a state-space model of the
plant with states given by current Ip

on the plasma surface and current Iw

in surrounding passive (wall) struc-
tures. These variables are scalar mul-
tipliers of the spatially fixed
distributions of current on the plasma
surface and in the wall. The external
control coil current Ic represents the
scalar multiplier of a single spatial
distribution of currents produced by
multiple coils chosen to best match
the distribution of the eigenmode.
These variables represent perturba-
tions, due to the appearance of the
nonaxisymmetric RWM, from
axisymmetric, purely toroidal cur-
rents needed to maintain the axisym-
metric equilibrium. 

We now discuss RWM behavior
using a simple cylindrical model [51], [52]. These cylindrical mod-
els, in which plasmas are assumed to flow in an infinitely long
cylinder, are a first step in developing an understanding of the
phenomena that occur in the “bent” cylinder constituting a torus. 

The pressure balance on the plasma surface between the
internal plasma pressure and the external magnetic field pres-
sure leads to the circuit-like (“Tutorial 11” in [10]) equation 

Leff Ip + Mpw Iw + Mpc Ic = 0, (1)

where the constants Mab represent mutual inductance between
conductors a and b (see Figure 15), the effective self induc-
tance Leff is given by 

Leff = LpCβ
(
Cβ + �M

) , (2)

where 

Cβ = βN − βN.no-wall

βN.ideal-wall − βN.no-wall
,

�M = LpLw/M2
pw − 1 is related to the wall stabilization effect,

and Lp represents self-inductance of the plasma. The constant
Cβ is a measure of the stability of the plasma to RWMs. When
Cβ < 0, βN is below the no-wall limit and the RWM is stable.
Note that βN.ideal-wall is always greater than βN.no-wall . When

Cβ > 1, βN is above the ideal-wall limit and the plasma cannot
be practically stabilized. Efforts at active stabilization aim at
the interval 0 < Cβ < 1. The wall eddy current and the active
coil current are modeled by circuit equations 

Mwp İp + Lw İw + Mwc İc + Rw Iw = 0

Mcp İp + Mcw İw + Lc İc + RcIc =Vc. (3)

Here, the constants Ra represent resistance in conductor a and,
as in (1), constants Mab and La represent mutual inductance
and self-inductance, respectively (Figure 15). The ordinary dif-
ferential and algebraic equations (1) through (3), which consti-
tute the overall circuit model, can be expressed by means of a
Laplace transform as 

(Ms + R)I =V, (4)

where s is the Laplace transform variable, 

M =
[ Leff Mpw Mpc

Mwp Lw Mwc

Mcp Mcw Lc

]

, R =
[ 0 0 0

0 Rw 0
0 0 Rc

]

,

I =
[ Ip

Iw

Ic

]

, and V =
[ 0

0
Vc

]

.

FIGURE 13 Comparison of theoretically predicted RWM structure with measurement. (a) The
structure of the RWM displacement from the axisymmetric plasma is computed by the GATO
ideal MHD code [44]. The dashed lines represent constant flux surfaces before deformation.
Solid lines represent these flux surfaces after deformation by the RWM. Perturbations are
greater at larger radii R because of the inverse dependence of the confining field on radius.
The displacement magnitude is exaggerated for illustration. (b) A comparison of the experi-
mental plasma fluid radial displacement estimated using soft X-ray data (see Figure 12) and
the mode radial displacement predicted by GATO. The magnitude is normalized to the maxi-
mum amplitude perturbation (about 8 cm) near ρ = 0.5. (The normalized flux coordinate ρ is
defined in Tutorial 5 in [1].) The prediction accuracy is adequate for control, at least in the
region where data is available for comparison.  
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Using this formulation, we can treat the RWM control
model as if it were a standard circuit equation. The mutual
inductances are computed by standard geometric methods
[53]. The modified self-inductance Leff, which is the only term
that differs from the standard electromagnetic definition (see
“Tutorial 11” in [10]), includes the plasma parameters. This
approach allows variations in the plasma to be modeled as
changes to a single term, namely Leff. 

Rotational Stabilization 
When the toroidal rotation of the bulk plasma fluid on DIII-D
remains above about 6 kHz, the RWM instability is completely
stabilized (Figure 16). A primary cause of rotation in experi-
mental devices is the injection of neutral deuterium atoms
(intended originally for heating; see “Tutorial 9” in [7]) at an
angle nearly tangential to the torus. The momentum of these
particles is imparted to the bulk plasma, thereby increasing
the rotation. Distinct from the fluid rotation is the rotation of
the mode itself, typically at a frequency between 10 and 20 Hz,
which is believed to be coupled to the fluid rotation. 

To include the effect of plasma rotation in the model of the
RWM, we must depart from the previous assumption of a rigid
mode at a fixed toroidal angle. The unstable mode maintains
the rigid sinusoidal current spatial distribution having a
toroidal period equal to one (Figure 14), but now the model
does not assume that the mode toroidal angle is constant. The
mode may even include a nonzero average rotation speed,
with the special case of zero rotation represented in the previ-
ous discussion. Thus, the previous representations in which
Ic(t), Ip(t), and Iw(t) are scalar multipliers of spatially fixed cur-
rent distributions are replaced by two-parameter multipliers of
the form I∗(t) = A∗(t)eiφ∗(t) , where φ∗(t) represents the toroidal
angle of the sinusoidal distribution with respect to a fixed ref-
erence angle and A∗(t) represents the peak amplitude of that
current distribution. Now the currents Ic, Ip, and Iw, as well as
perturbed magnetic fields Bw due to the wall current and Bp

due to the plasma surface current, are represented by complex
numbers whose real and imaginary parts represent sinusoidal
functions of toroidal angle with peak amplitude in the 0◦ and
90◦ toroidal directions, respectively. In this notation, multipli-
cation by i = √−1 represents rotation toroidally by 90◦. 

In general, the mechanisms for combined rotation and
magnetic effects on the RWM are not well understood. Using
an argument based on the exchange of energy between the
plasma mode and external conductors, the model 

(δWIw + i�φD)Bp = CpwBw (5)

is used in [54] to represent the coupling between changes in
the field Bp at the plasma surface and changes in the field Bw

at the vessel wall when the plasma is rotating. Although this
model is qualitative and somewhat speculative, it  is
described here to provide insight into the possible mecha-
nisms for experimentally observed rotational stabilization.
Here, �φ represents the plasma fluid toroidal rotation

FIGURE 14 Normal magnetic field perturbation on the plasma sur-
face due to an RWM as calculated with the GATO ideal MHD code
[44]. Perturbations are relative to the normally axisymmetric, that is,
independent of toroidal angle, values that occur in the absence of
an RWM. Perturbed normal field at the plasma surface due to the
plasma current is shown in (a), while the corresponding perturbed
normal field at the plasma due to the wall currents is shown in (b). A
poloidal angle of 0◦ corresponds to the outer midplane (see Figure A.
in Tutorial 1 in [1]). The normal fields shown reflect the pattern of
current flow in the two conducting surfaces. Lighter colors are more
positive, darker more negative. The eddy current on the wall is
induced by perturbations of the plasma surface current as dis-
cussed in the text. The maximum plasma surface current perturba-
tion occurs at the outer midplane and decreases rapidly toward the
inner radius side. Correspondingly, the maximum eddy current on
the wall occurs at the outer radius side since the current is induc-
tively coupled to the plasma current. Note that the pattern is periodic
with toroidal period one, so that the toroidal mode number n = 1,
and that the high and low amplitudes in the mode wind their way in
a helical pattern around the torus. 
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FIGURE 15 Cross section of a cylindrical model of the RWM dynam-
ics. The model shown represents the case where the control coils
are inside of the vessel wall. The interaction among current in the
plasma, wall, and control coils (subscripts p, w, and c) is determined
by the mutual inductance values M. The drawing is not to scale. 
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frequency and Cpw = M−1
pw is the inverse of the mutual induc-

tance between the wall and the plasma surface. The quantity
δWIw represents the coupling of RWM energy transferred
through the field Bp produced by the plasma to the compo-
nent of the field Bw that is toroidally in phase with Bp, while
�φD represents the energy coupled to the component Bw of
that is 90◦ toroidally advanced. The quantity D represents an
unknown dissipation mechanism. This representation is
motivated by the following: 

1) Experiments show that, when the plasma is rotating,
the RWM responds at a different toroidal angle from
the angle at which an external
field is driven. For example,
when the plasma is at steady
state with a stable RWM
(βN < βN.no-wall ), if a constant
sinusoidal n = 1 current
Ic(t) = Aceiφc is applied, so
that eddy currents are not
excited in the wall, the plas-
ma surface mode responds
not at the angle φp = φc but at
an angle φp = φc + δφ with
δφ > 0 [48]. 

2) A theoretical consideration is
that momentum can be
exchanged between the
toroidally rotating plasma
fluid and the RWM, transfer-
ring some of the unstable
mode’s energy to a different
toroidal angle. 

Although there are several candidate models for the dis-
sipation mechanism D, none have been satisfactorily veri-
fied experimentally. We present a simplistic explanation of
one candidate model that is consistent with the three experi-
mentally observed phenomena: 1) the increase in RWM
growth rate as the plasma fluid rotation slows to a critical
rotation value, 2) the observed slower rotation of the RWM
in the same direction as the rotation of the bulk plasma
fluid, and 3) the response described above of a stable RWM
to an applied n = 1 perturbation that appears at a toroidally
shifted location. This model postulates a coupling between
the unstable mode and the bulk plasma fluid through a form
of viscous friction, as follows. Current is defined as the rate
of flow of charged particles. In a current-carrying plasma,
an RWM fluid deformation (Figure 10) can be thought of as
a change in the pattern of flow of the charged particles that
comprises the current in the plasma. This change in flow is
seen outside the plasma as a change of flux or field at mag-
netic sensors. This flow of particles is driven by the sharp
difference in total plasma plus magnetic pressures inside
and outside of the plasma—the driving force of the RWM
instability—and a significant portion of this flow is radially
directed (Figure 17). The motion of particles in the plasma

can also be influenced by the injection of momentum, for
example, from neutral beams. The toroidal particle flow
induced by toroidal momentum injection interacts with the
particle flows caused by the RWM and vice versa through
collisions. To sustain the RWM in a given direction, work is
required by the RWM instability to move particles against
this toroidal particle flow. This resistance to the motion of
particles is essentially the mechanism of viscous friction.
The RWM’s loss of energy through this work is the conjec-
tured damping mechanism. Assuming this damping mecha-
nism, (5) can be included in (4) by replacing Leff with [49]

FIGURE 17 A model of the effect of toroidal rotation on the RWM. In
a toroidally rotating plasma, individual particles flow with an average
speed defined by the bulk fluid rotation frequency �φ . An n = 1
RWM causes the plasma fluid to bulge radially outward on one side
of the torus and inward at a location 180◦ opposite (see Figure 10).
Individual particles driven by the RWM and the component of their
velocity vectors induced by the RWM are indicated in red. Continu-
ally flowing particles with toroidal momentum (blue arrows) frequently
collide with the RWM-driven particles and impart some of their
momentum. The resulting velocity (green arrows) of the originally
radially directed particles have significant toroidal components. 
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FIGURE 16 Demonstration of suppression of the RWM instability through plasma rotation. As long
as plasma rotation remains above a critical frequency [red curve in (b)] of about 6 kHz, the mode
remains stabilized, even for plasma beta well above the no-wall limit [red curve in (a)]. When plas-
ma rotation falls below the critical value [blue curve in (b)], the mode becomes unstable, causing
loss of plasma pressure [blue curve in (a)], accelerated slowing of the rotation, and, shortly there-
after, loss of the plasma to the unstable mode.
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Leff = Lp[Cβ + αφ(s + i�φ)]
[Cβ + αφ(s + i�φ) + �M]

, (6)

where αφ represents the viscous drag coefficient. 

The Role of Error Fields
Rotation of the bulk plasma is influenced significantly by the
magnetic error field present in the device. The error field is
defined as the difference between the slightly nonaxisymmetric
magnetic field produced by coils in an as-constructed device
and the ideal axisymmetric field that would be produced by
an ideally constructed device. The component of the error
field resonant with the RWM is that portion of the error field
that matches the field pattern of the unstable eigenmode on
the plasma surface. 

This resonant error field can be represented as an external
current source Ie acting in a manner similar to the external con-
trol coil current Ic. The impact of this field can thus be described
by replacing Ic with Ie in the plasma response (1). A changing
current, either Ip or Ie, is required to induce nonzero eddy cur-
rents Iw . Since the error field is steady state, the perturbed
quantity Iw = 0 if the RWM is stable. In this case, the plasma
response Ip to the error field is also steady state, given by (1) as 

Ip = − (
Mpe/Leff

)
Ie. (7)

Since Mpe is real, the toroidal phase shift δφ is given by 
(7) as δφ = tan−1[−Im(Leff)/Re(Leff)] . The magnitude of the
plasma response reaches a large value around the no-wall
limit where Leff ≈ 0, similar to a resonance effect. This phe-
nomenon is known as resonant (error) field amplification
(RFA). As the growth rate of a stable RWM approaches zero
from below, the value of Leff also approaches zero. Thus, RFA
increases as a stable RWM becomes less stable.

The nonaxisymmetric error field and the resulting 
amplification of the stable RWM are believed responsible for
the rotation slowing observed in Figure 16 through a form of
magnetic braking of the plasma rotation. As with rotational
damping, there is more than one possible mechanism for the
observed rotational slowing. One explanation uses an analogy
with the induction motor, which consists of a conductive rotor
(the inside part that turns) surrounded by a stator (the station-
ary outside part that causes it to turn). A magnetic field that
rotates around the rotor is set up by properly phased currents
flowing in a set of coil windings in the stator. As long as the
moving magnetic field rotates faster than the rotor, the field
acts on the conductive rotor to generate currents on the rotor
surface. A torque is produced on the rotor through the interac-
tion of the induced current with the rotating field (the “I cross
B” force; see “Tutorial 14” in [1]). When the magnetic field
produced by the stator becomes stationary or reverses direc-
tion while the rotor is rotating, the applied torque reverses
direction and causes the rotor to slow down. This behavior is
directly analogous to a rotating conductive plasma interacting
with a stationary nonaxisymmetric magnetic field such as an

error field. Slowing of the plasma by the tokamak’s intrinsic
error field and RFA causes a stable RWM to become less sta-
ble, which then increases the effect of the magnetic braking,
further slowing the plasma. This process continues until,
eventually, the RWM becomes unstable, as shown in Figure 16.

To the sophisticated reader, it is clear that both the rota-
tional damping and the induction motor analogy describe
forces that are exerted in both directions. For example, the vis-
cous damping mechanism discussed in the previous section
that stabilizes the RWM also results in forces that slow the
plasma rotation. Although several damping/slowing mecha-
nisms have been suggested, present experimental data is not
sufficient to confirm or refute these mechanisms.

Magnetic Control Approaches
Experimental approaches for magnetic control include correc-
tion for external error fields to reduce the magnetic braking on
rotation and, separately, magnetic feedback stabilization of the
RWM in the absence of plasma rotation. Although the mag-
netic feedback models allow for mode rotation, they generally
do not account for fluid rotation effects. The situation of mag-
netic feedback with nonzero plasma fluid rotation is not yet
sufficiently understood to develop a complete control
approach. An experimental RWM controller consists of the
observation sensors, sensor logic, digital controller, power
supplies, and actuator coils. 

Actuators consist of actively driven current-carrying coils,
with a picture frame geometry, as seen in Figure 11. The rigid-
ity of the mode simplifies the discussion of the required feed-
back field. When a nonaxisymmetric field is applied, the
plasma perturbation responds only to the component of the
field that matches its own mode structure. This response
implies that the external coils (C-coils), which primarily pro-
duce radial field, are not very efficient since at least half of the
magnetic energy does not couple with, and therefore does not
affect, the helically shaped mode. The connection flexibility of
the internal coil (I-coil) set can be used to provide a field pat-
tern (Figure 14) that more closely matches that of the RWM.
The I-coils have the additional advantage of being closer to the
plasma, while the appearance of C-coil flux at the plasma is
delayed due to shielding by eddy currents in the vessel. For
these reasons, the internal coil set is superior to the external
coils for feedback control. 

Although error fields are determined by the limited accuracy
of device construction and are independent of the plasma, the
required compensation for these fields depends on properties
of the plasma because of the RFA effect. The necessary spatial
distribution of the applied corrective field is related to the
MHD mode structure, and the required magnitude of the cor-
rection depends on the value of Leff according to (7). The mag-
nitude and toroidal angle of the required compensation can
evolve slowly in time during the discharge because of changes
in plasma properties. In addition, the error field has a compli-
cated nonaxisymmetric distribution that cannot be completely
canceled by a finite number of actuator coils. Thus,
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compensation cannot be accomplished open loop based on a
priori calculations, motivating the use of dynamic error-field
correction, which adjusts the error-field correction based on the
plasma mode response. This approach leads to a feedback
process that executes on a timescale much slower than the wall
time. Magnetic control aimed at stabilizing the RWM by direct-
ly suppressing the magnetic field that the mode produces
requires feedback with a faster time constant equal to a fraction
of the wall time. Thus, requirements on actuating coils and
power supplies are very different for error-field correction and
for magnetic feedback stabilization. 

Power systems for tokamak control problems are a challenge
due to simultaneous requirements for high voltages and currents
and speed of response. RWM control requires a high current of a
few kiloamps at near steady state to compensate for error fields
and, simultaneously, a fast lower current response to provide
magnetic feedback stabilization. Since the conductive wall slows
the mode growth to about the time constant of the wall, the maxi-
mum bandwidth required for the supply is defined by the
inverse of the wall time constant. For example, the DIII-D power
supply is designed to have a 3-dB bandwidth of 500 Hz to stabi-
lize plasmas with values of β up to half way between the no-wall
and the ideal-wall limits, that is, for Cβ = 0.5 in (2). 

Several methods have been investigated to detect mode
growth and determine the toroidal angle for feedback. All of
these methods are based on the experimental observations that
1) the RWM is well defined by an n = 1 distribution and 2) the
mode structure is sufficiently rigid to justify representing the
mode by an amplitude perturbation that varies sinusoidally in
the toroidal direction. The mode can thus be modeled using
two parameters representing the amplitude and toroidal angle
of the mode or, equivalently, the sine and cosine components
Acos(t) = A(t) cos[φ0(t)] and Asin(t) = A(t) sin[φ0(t)], where φ0

is the time-varying unknown toroidal angle of the mode
amplitude maximum. Most methods investigated to identify
the two parameters consist of matrix multiplications
[Acos(t) Asin(t)]T = Gx(t), where x is a vector of sensor measure-
ments and G is a constant gain matrix. One approach is to use
radial flux sensor measurements x(t) = [ψ1(t) ψ2(t) ψ3(t)]T at
the same radius and at different toroidal angles. Each flux mea-
surement ψj(t) represents the difference in magnetic flux mea-
sured at two sensors located at the same radius but 180◦ apart
toroidally at the midplane of the torus. This difference reinforces
radial flux measurements due to an n = 1 mode perturbation
while de-emphasizing flux contributions from disturbance
sources, such as plasma perturbations having toroidal mode
structure with even n. This scheme is called smart shell because
the feedback process attempts to minimize the total flux perturba-
tion at the observation point so as to emulate a perfectly conduct-
ing wall; eddy currents in a perfectly conducting wall would
generate a flux that completely cancels such perturbations. 

Another approach to mode detection is to use only poloidal
field sensors x(t) = [B1(t) B2(t) · · · Bm(t)]T , where Bj(t) repre-
sents the difference in the magnetic field measured at two sen-
sors located at same radius but 180◦ apart toroidally at the

midplane of the torus (Figure 11). This difference is also used to
reinforce poloidal field measurements due to an n = 1 mode per-
turbation and to remove magnetic field contributed by axisym-
metric variations in the plasma, such as in the plasma shape. This
approach is called mode control because the poloidal field sensor
measures almost no field directly from the actuator coils, which
produce primarily radial field, and thus is more sensitive to the
field variations due only to the plasma mode. 

A third approach is to determine the mode amplitude and
phase using all available flux and poloidal field sensors
x(t) = [ψ1(t) ψ2(t) · · · ψnψ

(t) B1(t) B2(t) · · · BnB(t)]T rather than
symmetrically located pairs of either type. Here, the fluxes
ψj(t) and fields Bj(t) are individual sensor measurements. This
method is referred to as the matched filter approach [55]
because each row of G defines a spatial matched filter. The
first row is matched to the normalized response expected in
the set of sensors from a mode with phase φ0 = 0, while the
second row is matched to the normalized expected response
from a mode with phase φ0 = 90◦ .

The use of a matched filter is motivated by experimentally
observed difficulties in rejecting noise and disturbance sig-
nals. Rejection of measurement noise can be enhanced by the
effective averaging obtained using multiple sensors in a
matched filter. The most severe disturbance is due to magnetic
sensor responses to ELMs. An ELM is a local mode whose
spatial magnetic field distribution is significantly different
from the distribution defined by the global RWM, making it a
good candidate for rejection using a matched filter. Although
use of the matched filter in simulations has been shown to
improve the accuracy of the mode estimation, it does not pro-
vide a complete solution to rejecting ELM disturbances. The
primary difficulty is that, on short timescales, the growth of an
ELM disturbance signal includes a large n = 1 component
similar to the unstable n = 1 RWM. The ELM excitation mech-
anism and mode structure are significantly different, however.
These differences motivated the development of a Kalman fil-
ter to exploit information contained in the RWM dynamics
model to filter out the ELM signals. Simulations [56] and ini-
tial experiments indicate that combining the spatial matched
filter and dynamic Kalman filter significantly improves the
signal-to-noise ratio and rejects ELM disturbances. The use of
the matched filter and the Kalman filter require detailed
knowledge of the mode spatial distribution. In addition, a
Kalman filter requires a good model of the time evolution
dynamics of the mode and its interaction with the surround-
ing structure. The mode dynamics depend strongly on the
fluid rotation frequency, however, and this dependence has
not been well characterized. Thus, experimental success of this
approach relies on the success of ongoing efforts to develop
models that combine MHD and rotation effects.

Experimental controllers have been limited to the use of pro-
portional, integral, and derivative (PID) algorithms. Control
analyses and simulations using both PID and more advanced
control algorithms have also been conducted [57]. Experimental
use of the more sophisticated control algorithms has been
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limited because of the ambiguity in models due to incomplete
understanding of dependence of the RWM on rotation. 

Experimental Progress in Stabilizing the RWM 
The most important progress in RWM stabilization is the sus-
tainment by rotation of a discharge with Cβ ≈ 1 using open-
loop, preprogrammed, nonaxisymmetric coil currents to
minimize error fields [50]. The reference signal for this current
is determined from a heavily time-averaged coil current signal
obtained in a nearly identical plasma discharge that uses
dynamic error-field correction to define the coil currents. With
feedback off and nonaxisymmetric currents programmed in this
way, the discharge behavior closely follows the evolution of the
discharge with feedback on; the achieved values of βN and plas-
ma rotation frequency are nearly identical. This open-loop
experiment separates stabilization effects due to error-field cor-
rection from those due to direct magnetic feedback. The experi-
mental results provide evidence that the resonant component of
the nonaxisymmetric field contributes significantly to mode
amplification and, consequently, reduces the rotation velocity.
Once the compensation is made through the error-field correc-
tion, the RFA amplitude does not grow and the plasma does
not slow down. The resulting plasma rotation is sufficient to
suppress the onset of RWM up to the ideal-wall βN limit. 

Although several experiments [47] show an extension of dis-
charge duration when using magnetic feedback, none have
demonstrated long-term stabilization. Analysis [58] and experi-
ments [59] are consistent in showing the superiority of mode con-
trol over smart shell control. Motivated by analyses of coil/sensor
effectiveness [60], [61], the DIII-D device is equipped with actua-
tors located both inside and outside the vacuum vessel. Use of the
internal coils has significantly improved magnetic feedback perfor-
mance over that achievable with external coils alone (Figure 11). 

Future Directions
Experimental and theoretical research continues on the RWM
control problem. Many issues are close to being resolved,
including the most effective type, location, and configuration of
actuators and sensors for magnetic feedback control. Although
the data is not yet sufficient for a complete model, much has
been learned about the dynamics of the RWM and its interac-
tion with error fields and plasma fluid rotation. Some of the
more practical issues such as required current levels, power
supply response times, and communication delays that are
required for magnetic feedback systems are being addressed. 

Significant effort remains to complete RWM model devel-
opment. Sufficient experimental data needed to either confirm
or refute the many candidate magnetic feedback models have
been difficult to obtain because of the interaction between
error fields, fluid rotation, mode growth, and magnetic feed-
back. Once models are completely developed and validated,
control algorithms that can handle the wide range of RWM
conditions can be developed and experimentally tested. This
objective is challenging, since the RWM growth time can vary
from a fraction of wall time, that is, a fraction of millisecond,

to the angular momentum confinement time, equal to a frac-
tion of second. In addition, the present linear rigid mode
growth assumption represents only the dominant mode of
several potentially unstable modes. Even this dominant mode
may become increasingly nonlinear nearer to the ideal-wall
limit. Another important objective is the need to extend RWM
stabilization methods to ITER and reactor-oriented devices. 

CONTROL OF PLASMA PROFILES
AND INTERNAL TRANSPORT BARRIERS
The requirements of ITER and the need to optimize the toka-
mak concept for designing an economical, possibly steady-
state fusion power plant motivate research on plasma
transport (see Figure A caption) and confinement in toroidal
devices. These investigations have motivated the development
of the advanced tokamak (AT) operation scenarios (“Tutorial
13” in [10]) [62] with significantly improved confinement.
Experiments in many tokamaks demonstrate the existence of
high-performance regimes as quantified by the energy-con-
finement time and plasma pressure (τE and βN ; see “Tutorial
2” in [2]). In these regimes, a dominant fraction of the plasma
current is self-generated by the bootstrap mechanism (“Tutori-
al 21”), which relaxes the requirement for externally driven
noninductive current for steady-state operation. This boot-
strap current is favored by the generation in the plasma of an
internal transport barrier (ITB) [63], a region where particle
and heat transport are reduced. An ITB is characterized by
large pressure gradients and by the presence of a visible break
in the slope of the electron and ion temperature profiles simi-
lar to the ETB  (see “Tutorial 20”). An ITB is often combined
with an ETB, which gives rise to a pressure pedestal at the
plasma edge, characteristic of the H-mode [64] (“Tutorial 19”). 

Although the formation mechanism of ITBs is not entirely
known, progress is being made in understanding the ITB.
Recent studies show the key influence of the safety factor pro-
file q(x) (x = r/a; see “Tutorial 4” and “Tutorial 5” in [2]) for
triggering these barriers. Both the radial profile of the magnet-
ic shear (“Tutorial 16” in [1]) and the location of the flux sur-
faces where q has low-order rational or even integer values are
essential for the emergence of ITBs [65]–[67]. 

When ITBs become too strong, the steep pressure gradient
characteristic of the ITB can exceed MHD stability limits, lead-
ing to the loss of confinement or to a plasma disruption
(“Tutorial 18” in [1]). Thus, steady-state tokamak operation
may only be realizable if stationary ITBs can be sustained.
This observation has motivated an experimental effort at JET
aimed at the real-time simultaneous control of the safety fac-
tor, temperature, and pressure profiles. This section reviews
the progress achieved based on material in [68]–[72].

Lower hybrid heating and current drive (LHCD; “Tutorial
9” in [7]) is currently used to produce ITBs on JET [73] during
the low-density plasma-current-ramp-up phase (see Figure 7 in
[2]) prior to the high-performance phase of a discharge in which
high-power heating is applied. By using LHCD preheating, cer-
tain populations of resonant electrons are unidirectionally



accelerated by electromagnetic waves so that the current densi-
ty profile (“Tutorial 16” in [1]) is made broader or even hollow,
that is, lower at the center than near the edge, depending on the
applied power. In this case, the q-profile becomes nonmonoton-
ic in the core of the plasma when the main heating power is
applied by ion cyclotron resonance heating (ICRH) and neutral
beam injection (NBI) (“Tutorial 9” in [7]). As a result, the mag-
netic shear changes sign and is said to be reversed. 

To control the ITB, it is necessary to characterize it. A local
criterion [68] characterizing the location, strength, and dynam-
ics of ITBs in JET can be computed in real time from the ion
and electron temperature measurements. This criterion is
described in the following section on control of the ITB.

Also described in the next section is a set of experiments
that combine ITB control with control of the central plasma
pressure. In these experiments, LHCD power plays an impor-
tant role in preventing the current profile from evolving dur-
ing the control interval. When LHCD heating is applied in
addition to ICRH and NBI during the main heating phase, the
LHCD can prevent a preformed broad current profile from
changing significantly. Otherwise, the current profile peaks in
the plasma center with a characteristic timescale given by the
resistive diffusion time (relaxation time of the current profile
needed to reach a steady state; “Tutorial 17” in [1]). This peak-
ing tendency is due to the fact that plasma temperature is
higher in the core while plasma resistivity (“Tutorial 9” in [7])

Tutorial 21: Bootstrap Current

The bootstrap current is an equilibrium current that is self-

generated, without the need of an imposed electric field,

in a toroidal plasma. In a tokamak plasma, the guiding cen-

ters (the center of the fast Larmor gyro-motion; see Figure 8

in [2]) of most particles follow approximately helical orbits that

encircle both the major (vertical) axis of the torus and the

magnetic axis of the plasma (see Figure C in Tutorial 1 in

[2]). This periodic guiding center motion is a combination of

free streaming along the helical magnetic field lines (Figure 9

in [2]) and small radial drifts due to the gradient and curva-

ture of the magnetic field, which average to zero after a com-

plete period. However, the toroidal magnetic field intensity

produced by external coils in a tokamak decreases as 1/R, R

being the distance to the major axis, and therefore particles

encounter varying field intensities along their orbits, from a

minimum Bmin on the outer radial part of the helical orbit (the

low-field side of the torus) to a maximum Bmax on the inner

radial part (the high-field side of the torus). As a result, parti-

cles with low velocity parallel to the helical field lines, whose

kinetic energy W is mainly in the Larmor motion orthogonal to

the field lines, cannot complete a helical trajectory around the

magnetic axis. Completion of the trajectory violates the con-

servation of both the energy W and magnetic moment

µ = W⊥/B of the particles along the orbit. At some point in

their trajectory, the parallel velocity of the particles vanishes

and changes sign. Thus the particles become trapped on the

low-field side of the torus where their guiding centers

describe banana-shaped orbits (see Figure B). Particles that

complete the helical orbit are called passing particles, as

opposed to trapped particles. In the presence of a density gradient and at a particular location in the plasma, more trapped particles

move in one toroidal direction [trajectory (a) in Figure B] than in the other direction [trajectory (b)], and therefore the local ion and

electron velocity distributions are anisotropic. Therefore, each set of trapped particles of a given species passing through a point P

carries a finite toroidal momentum proportional to the density gradient at P. Particle collisions give rise to a continuous exchange of

momentum between trapped and passing particles. For instance, passing electrons, which make up the bulk of the electron popula-

tion, receive net toroidal momentum from the anisotropic trapped electrons at an effective rate that is much faster than the rate at

which the passing electrons lose momentum to the bulk ions. A net equilibrium electron current results. An additional contribution,

with the same sign, comes from the passing ions. This net positive current is known as the bootstrap current.

FIGURE B  Poloidal projection of two different trapped particle trajec-
tories, also called banana orbits, passing through a point P in the
low-field (outer radial) side of the tokamak equatorial plane. The
particle trajectories also extend a long way in the toroidal direction
around the major axis of the torus when moving from the bottom
turning point to the top. The magnetic flux surface passing through
the same point is also represented. Trajectory (a) corresponds to an
ion that moves toroidally in the co-current direction when passing
through point P, whereas trajectory (b) corresponds to an ion that
moves toroidally in the counter-current direction at the same loca-
tion. Due to the increasing density towards the center of the plasma,
the number of ions with type (a) orbits is greater than the number of
ions with type (b) orbits and thus an anisotropic velocity distribution
is sustained at point P. 
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is inversely related to temperature. The effect of the LHCD is
to reduce the current profile peaking [74]. Reduction of this
peaking effect helps avoid instabilities or disruptive events
related to the presence in the plasma of magnetic flux surfaces
with rational q, such as NTMs.

Initial Experiments on ITB Control in JET
The objective of the initial ITB control experiments conducted
at JET during 2000–2001 was to investigate practical methods
of sustaining ITBs in a controlled and reproducible way. The
goal was to tune the applied heating power to maintain the
transport barrier and the plasma in a stable state for long peri-
ods of time, although not necessarily in steady state. One diffi-
culty in achieving this goal was finding an objective way to
satisfactorily quantify the ITB behavior. For that purpose, a

local criterion characterizing the presence, location, and
strength of ITBs was developed. The criterion is quantified by
calculating the ratio ρ∗

T of an ion Larmor radius ρi (Figure 8 in
[2]) to the temperature gradient scale length (∇T/T)−1. Using
an analysis of an experimental JET database, it is shown in
[68] that an ITB is most likely to exist at a normalized radius
x = r/a (“Tutorial 5” in [2]) and at time t for which 

ρ∗
T(x, t) ≡ −ρi [∇T(x, t)/T(x, t)] > ρ∗

ITB, (8)

with the threshold value ρ∗
ITB ≈ 0.014. (Here, ∇T = ∂T/∂r.)

This criterion enables detection of the presence of an ITB at a
given normalized radius with a large degree of confidence
when ρ∗

T(x, t) exceeds the fixed threshold value. In JET, trans-
port barriers are usually observed simultaneously in comput-
ed values of both the ion temperature gradient ρ∗

Ti and the
electron temperature gradient ρ∗

Te derived from diagnostic
measurements. For specificity, we refer to the latter, identified
through (8) applied to ρ∗

Te, as an electron transport barrier or
electron ITB, so that the ITB detection criterion becomes

ρ∗
Te(x, t) = −ρi(∇Te/Te) > ρ∗

ITB.

Electron transport barriers can be controlled using the
maximum value of the parameter ρ∗

Te(x, t) across the plasma
radius as the controlled output variable and with only one
power actuator. Best results are obtained when using the
ICRH system as the actuator. The temperature measurements
from which ρ∗

Te is calculated are made with a heterodyne
radiometer using the electron cyclotron emission from the
plasma [75]. A simple proportional-plus-integral (PI) feedback
is used to compute the required actuator input power 

P(t)[MW] = P(t0) + Gp�X(t) + GI

∫ t

t0

�X(u)du,

where X(t) = maxx[ρ∗
Te(x, t)], P(t0) is the actuator power at the

initial time t0 of the control, �X is the difference between the
target output value and the measured output signal X(t), and
Gp and GI and are the proportional and integral gains, respec-
tively. The strategy for controlling the ITB by controlling X
using only one actuator, namely, the ICRH heating system,
assumes that during the control phase, the current profile
(equivalently, q-profile; see “Tutorial 16” in [1]) does not evolve
significantly. This simple strategy is thus valid only for periods
of time that are shorter than the resistive current diffusion time
(greater than or equal to about 10 s in JET). The high power
control phases in control experiments are limited to 10 s.

In a second set of experiments [69], the additional effect of
a second independent feedback loop to control plasma pres-
sure at the magnetic axis is studied with the aim of combining
the ITB confinement improvement with high-β plasma stability
to avoid plasma disruptions. Since the neutron production
from the deuterium-deuterium (D-D) reactions is strongly cor-
related with the central plasma pressure, this additional con-
trol is achieved by measuring the D-D fusion reaction rate and

FIGURE 18 Control of an ITB with two single-input, single-output
feedback loops [69]. The top two frames show the plasma current 
Ip as well as the LHCD, NBI, and ICRH heating powers. The val-
ues of the maximum normalized electron temperature gradient
max[ρ∗

T e ] (fourth frame) and neutron production rate RNT (third
frame) are maintained close to their set points, using ICRH and
NBI as actuators respectively. Control starts at 4.5 s, and the set
point values are 0.025 for max[ρ∗

T e ] and 0.9 × 1016 neutrons/s for
the neutron production rate. Control of the ITB is sustained for 7.5
s. While the control is applied, the loop voltage Vs (bottom frame)
remains close to zero, implying that the current is entirely driven
by noninductive sources (Tutorial 9 in [7]), including the self-gen-
erated bootstrap current (Tutorial 21). The LHCD power is kept at
an approximately constant 3 MW during the control phase to slow
down the q-profile relaxation. 
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using neutral beam injection (NBI) as the actuator. An experi-
ment with simultaneous control of ρ∗

Te with ICRH and of the
D-D reaction rate with NBI is depicted in Figure 18 [69]. This
control is obtained with a constant 3 MW of LHCD power
throughout the pulse, which also demonstrates the important
role played by LHCD in slowing down the current density
profile evolution (Figure 19), thus improving the long-pulse
stationarity of these advanced discharges. Experience suggests
that setting up a suitable q-profile, characterized by a weak or
reversed magnetic shear, seems to be a key condition for trig-
gering an internal transport barrier that can be controlled to
provide the improved plasma confinement. Therefore, to
improve the control of the ITB and to allow extended control
duration and, later, extrapolation to steady-state burning plas-
ma devices such as ITER, control of the q-profile is required.

Control of the Current Density Profile
The experimental investigations [71], [72] described in this
section are the first attempts in JET to control the q-profile.
(Controlling the q-profile and the current profile are basically
equivalent; see “Tutorial 16” in [1].) The controlled safety fac-
tor profile is characterized by its values at five discrete fixed
radii, whose values are considered adequate to fully describe
the system. The q values are calculated using magnetic mea-
surements together with data from an interferometer-
polarimeter diagnostic, which allows a fairly accurate
reconstruction (see [7]) of the magnetic equilibrium in real
time [70]. The three heating and current drive powers PLHCD,
PICRH, and PNBI are used as actuators for the control. A lin-
earized model is obtained experimentally by performing dedi-
cated open-loop experiments and varying the input powers. A
linearized Laplace transform model of the form 

δQ(s) = K(s)δP(s). (9)

is assumed around a reference plasma steady state, where δQ
is a 5 × 1 vector that represents the change in the safety factor
from the reference state when the 3 × 1 input power vector
changes by δP. The problem is thus reduced to identifying the
5 × 3 matrix K(s) and finding a suitable pseudo-inverse. The
steady-state gain matrix K(0), determined to be sufficient for
control, is deduced experimentally from simple power steps
relative to the reference state in dedicated open-loop dis-
charges. To design a PI feedback controller that ensures mini-
mum least square steady-state offset, a truncated singular
value decomposition of the steady-state gain matrix 

K(0) ≈ W � VT

is used [71], retaining two principal components and neglect-
ing a third component having a small singular value. The PI
controller transfer function matrix G(s) is defined by

δP(s) = gc[1 + 1/(τis)]G(s)[δQtarget − δQ(s)]

= gc[1 + 1/(τis)]V�−1WT[δQtarget − δQ(s)],

where gc is the proportional gain and gc/τi is the integral gain. 
Because of the long current diffusion timescale, the plasma

pulse must be as long as possible to fully assess the effective-
ness of the controller. Therefore, a plasma scenario (“Tutorial
13” in [10]) developed for long pulse studies is used. Figure 20
shows the result of a closed-loop experiment in which the 
q-profile is successfully controlled. 

Simultaneous Control of Current
and Temperature Gradient Profiles in JET
The demonstration of real-time control of the q-profile moti-
vates new efforts to develop an integrated ITB control, which
includes both the current and temperature gradient profiles.

FIGURE 19 Current diffusion process [69]. The time evolution of the
q-profile is calculated from a magnetic equilibrium reconstruction
code, with LHCD held constant during the high-power heating
phase. The q-profile evolution is slow, and in particular the minimum
value of q is almost frozen, with a direct effect on the ITB evolution,
which is practically stationary around R = 3.4 m, where q ≈ 3 and
the magnetic shear is negative. Nevertheless, the current profile
continues to evolve slowly. Because of this slow evolution, the sim-
ple ITB control shown in Figure 18 cannot be extended to pulse
durations longer than the resistive time. 
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These two nonlinearly coupled profiles are believed to be
essential ingredients governing ITB physics. Recent profile
control experiments performed in JET [72] therefore use an
extension of the previous model-based technique to simulta-
neously control q(x) and ρ∗

Te(x), both considered as distributed
parameters characterizing the current and temperature gradi-
ent profiles, respectively. 

For this simultaneous control, a discretized representation
of the response to the three power inputs NBI, ICRH, and
LHCD can be written in the matrix form 

δG(s) = K(s)δP(s),

similar to (9), and a controller can be derived as described
above. The current density profile is represented by ι(x)
because ι(x), which is directly proportional to the total cur-
rent in [0, x] (“Tutorial 16” in [1]), depends almost linearly
on the applied current drive power while q(x) has an
inverse dependence. In the above matrix equation,
δG(s) = [Gδι1(s) . . . Gδιna

(s) Gδρ∗
Te1

(s) . . . Gδρ∗
Tenb

(s)]T repre-
sents a finite set of coefficients of two sets of basis functions
ai(x), i = 1, 2, . . . , na and bi(x), i = 1, 2, . . . , nb that approxi-
mately span the set of achievable ι(x) and ρ∗

Te profiles, respec-
tively [72] (Figure 21). The PI controller structure is defined as 

δP(s) = gc [1 + 1/(τis)] Kinv[δGtarget − δG(s)], (10)

where gc is the proportional gain, gc/τi is the integral gain, and
Kinv is a pseudo-inverse of the steady-state gain K(0). 

The real-time controller (10) is used experimentally to
control the current density and electron temperature gradi-
ent profiles ρ∗

Te(x) and obtain an ITB at about half plasma
radius. To prevent overloading the real-time controller com-

putation, the number of trial basis
functions and the radial windows on
which these functions are defined are
deliberately limited, that is, only part
of the full profiles are controlled.
Since the accuracy of the real-time
reconstruction of the q-profile from
polarimetry data [70] is poor in the
central region 0 < x < 0.2, this region
is excluded from the control window.
In addition, the q value at the edge is
inversely proportional to the total
plasma current (“Tutorial 16” in [1]),
which is accurately controlled by the
primary, ohmic circuit of the toka-
mak (“Tutorial 9” in [7]). Therefore,
including the edge region in the q-
profile control is redundant. Thus,
feedback control of the q-profile is
restricted to the region 0.2 ≤ x ≤ 0.8.
For ρ∗

Te, the region of control of the

FIGURE 20 A typical example of multiple-input, multiple-output feed-
back control of the q-profile [71]. Time traces are shown of the safe-
ty factor at the five radii selected for the experiment with LHCD,
NBI, and ICRH as actuators. The set point values are indicated with
dashed lines. The desired set points for q(x) (where x = r/a ; see
Tutorial 5 in [1]) at the five selected radii x = [0.2, 0.4, 0.5, 0.6, 0.8]
are q = [2.35, 2.34, 2.44, 2.69, 3.5] and the control is applied
between t = 7 s and t = 13 s. The q-profile had a strong reversed-
shear shape at the time when the control starts. The profile then
converges slowly toward the profile closest to the request achiev-
able with the given actuators. A transient undershoot occurred
between t ≈ 10s and t ≈ 11s, and a minimum of the mean square
error is reached at t ≈ 12 s.
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FIGURE 21 Basis functions for the Galerkin projection of (a)  ι-profiles (left)  and (b) ρ∗
T e profiles

[72]. (a) Five cubic splines with knots at x = [0.2, 0.4, 0.5, 0.6, 0.8] are used to approximate
the ι-profiles. (b) Three triangle functions centered at x = [0.4, 0.5, 0.6] are used to approxi-
mate the ρ∗

T e profiles by a piecewise linear function in a reduced domain between x = 0.4 and
x = 0.6, where the ITB is requested and controlled. 
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ITB is imposed by limitations in the real-time electron tem-
perature measurements given by the electron cyclotron emis-
sion diagnostic, which provides no measurement in either
the core of the plasma or near the edge in discharges with
LHCD. The radial measurement window depends on the
plasma configuration but includes in all cases the region that
extends from x = 0.3 to x = 0.7.

The experiments in [72] had the goal of sustaining an ITB
at x > 0.4 to enhance the plasma performance. However, q-
profiles that are accessible using the present heating systems
on JET generally do not allow stationary ITBs at x ≥ 0.6 to be
sustained. Thus, in these experiments the control region for
ρ∗

Te is restricted to the window 0.4 ≤ x ≤ 0.6, where an ITB is
expected and requested. The coefficients of both profiles (five
coefficients for ι and three for ρ∗

Te) are computed online from
the profile measurements, and a power request is sent every
10 ms by the controller to the different actuators according to
(10). The control scheme is applied in multiple plasma dis-
charges for a maximum of 7 s per discharge and successfully
reaches several different target q-profiles, from monotonic to

reversed shear, while simultaneously controlling the profile of
the electron temperature gradient ρ∗

Te. Figure 22 shows the
result of applying the control algorithm in the case of a monot-
onic q-profile target and in the case of a ρ∗

Te-profile target with
a maximum slightly above the criterion in (8) for the existence
of an ITB, at a fairly large (x = 0.5) radial location where ITBs
are not easily achieved spontaneously. Both profiles are satis-
factorily controlled, and the effect of the control can be seen in 
Figure 23. In this example, the ICRH system fails to deliver the
requested power at around t = 10.25 s, and therefore the con-
trol phase is limited to 4.8 s. 

As mentioned in the previous section, the controller
defined by (10) minimizes the difference between the target ι
and ρ∗

Te profiles and their respective real-time measurements,
that is, the quadratic error 

dy2 =
∫ 0.8

0.2

[
ι(x) − ιsetpoint (x)

]2 dx

+ µ

∫ 0.6

0.4
[ρ∗

T(x) − ρ∗
Tsetpoint

(x)]2dx, (11)

FIGURE 22 A typical example of MIMO control of q and ρ∗
T e [72]. Time traces are shown of the Galerkin coefficients defining the (a) q-profile

and the (b) ρ∗
T e profile during an experiment with LHCD, NBI, and ICRH as actuators for controlling simultaneously the q and ρ∗

T e profiles.
The set point values are indicated with dashed lines. The control is active between t = 5.5 s and t = 10.25 s. The target profiles are satisfac-
torily reached at the end of the control phase despite a strong disturbance causing a perturbation on ρ∗

T e (x = 0.6) at  t ≈ 8.5 s. 
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where µ is a scalar used for relative weighting of
the control objectives. This quantity is plotted in
Figure 24. An important feature seen in this
experiment is the increase of the error in
response to the sudden, undesired failure of the
ICRH system to deliver the requested power at
t = 10.25 s. This failure is immediately followed
by a strong rise of the ρ∗

Te contribution to the dis-
tance to be minimized, showing, by contrast, the
effectiveness of the control before the failure of
the actuator. 

Future Directions
The controllers used at JET for profile control and
described in this section are based on knowledge
of only the static gain K(0) of the linear response
model K(s). Experimental identification of a lin-
ear dynamic model K(s) is under investigation to
combine the current or q-profile, which evolves
on the resistive diffusion timescale, and tempera-
ture or pressure profile, which evolves on the
energy confinement timescale (“Tutorial 17” in
[1]). This combined model can be used to design a
controller that can better cope with fast plasma
perturbations, such as MHD events or the sponta-
neous emergence or collapse of ITBs, while con-
verging slowly toward the requested
high-performance plasma state. First principles
physics models, rather than models identified
from data, can be used in future devices to identi-
fy adequate linear, or piecewise-linear, response

matrices. State-of-the-art plasma transport physics modeling
is not accurate enough to provide an adequate model in tran-
sient regimes, although it may be useful for a qualitative
assessment of the control algorithms [76]. 
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