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Abstract

In the advanced tokamak (AT) operating mode of the DIII-D tokamak, an integrated multivariable controller takes into account highly
coupled influences of plasma equilibrium shape, profile, and stability control. Time-scale separation in the system allows a multi-loop
design: the inner loop closed by the nominal vertical controller designed to control a linear exponentially unstable plant and the outer
loop closed by the nominal shape controller designed to control a linear stabilized plant. Due to actuator constraints, the nominal vertical
controller fails to stabilize the vertical position of the plasma inside the tokamak when large or fast disturbances are present or when
the references coming from the shape controller change suddenly. Anti-windup synthesis is proposed in this paper to find a nonlinear
modification of the nominal vertical controller that prevents vertical instability and undesirable oscillations but leaves the inner loop
unmodified when there is no input saturation.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Demands for more varied shapes of the plasma and re-
quirements for high performance regulation of the plasma
boundary and internal profiles are the common denomina-
tor of the advanced tokamak (AT) operating mode in DIII-D
(Luxon, 2002). This operating mode requires multivariable
control techniques (Walker et al., 2003) to take into account
the highly coupled influences of equilibrium shape, profile,
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and stability control. The initial step toward integrating mul-
tiple individual controls is implementation of a multivari-
able shape and vertical controller for routine operational use
which can be integrated in the long term with control of
plasma profiles such as pressure, radial E-field, and current
profiles.
The problem of vertical and shape control in tokamaks

was and is still extensively studied in the fusion commu-
nity. A recent summary of the existing work in the field
can be found inAlbanese and Ambrosino (2000). Several
solutions for the design of the nominal controller were
proposed for different tokamaks using varied control tech-
niques based on linearized models. Although the saturation
of coil currents and voltages (actuators) is a common prob-
lem in tokamaks and there were efforts to minimize the
control demand for shape and vertical control and to avoid
saturation (Ambrosino, Ariola, Pironti, Portone, & Walker,
2001), the saturation of the actuators was rarely taken
into account in the design of the controllers until recently
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(Scibile & Kouvaritakis, 2001; Favez, Mullhaupt, Srini-
vasan, Lister, & Bonvin, 2003). Although similar in con-
cept, our work uses a different approach to the problem:
anti-windup compensator. The input constraints are not
taken into account at the moment of designing the nominal
controller. The goal is not the design of the nominal con-
troller but the design of an anti-windup compensator that
blends any given nominal controller, which is designed to
fulfill some local (saturation is not considered) performance
criterion, with a nonlinear feedback designed to guarantee
stability in the presence of input saturation but not neces-
sarily tuned for local performance.
The paper is organized as follows. Section 2 introduces

the strategy proposed for plasma shape and vertical position
control in the DIII-D tokamak. Section 3 introduces the ba-
sics of the anti-windup method. The characteristics of our
plant and its controllable region are presented in Section
4. The design of the anti-windup compensator is presented
in Section 5. Some implementation issues are discussed in
the same section. Finally, the conclusions are presented in
Section 6.

2. Control Strategy

Time-scale separation of vertical and shape control ap-
pears to be critical for DIII-D, since multivariable shape
controllers can require significant computation.Fig. 1shows
the closed-loop system comprised of the DIII-D plant and
stabilizing vertical controller. This system is stable and the
6 coil currents F2A, F2B, F6A, F6B, F7A, and F7B are ap-
proximately controlled to a set of input reference values.
As a result, this system can act as an inner control loop for
shape control.
The problem of highly nonlinear outer power supplies

(choppers) was addressed previously by constructing closed-
loop controllers using a nonlinear output inversion. How-
ever, this solution, for the outer loop, is not fast enough to

Fig. 1. Plant Architecture.

be implemented in the inner loop. A possible approach to
deal with the inner choppers is shown inFig. 1. To take
into account the nonlinear nature of the choppers, we now
incorporate them into an augmented saturation block. The
nominal linear vertical controller is synthesized without us-
ing a model of the choppers and its outputyc is equal to the
coil voltages in the absence of saturation. A chopper inverse
function, which is part of the vertical controller, computes
the necessary command voltagesVc within the saturation
levels to makeu equal toyc. When |yc| is large, the satu-
ration block will obviously result in|u| being smaller than
|yc|. Although the saturation levels of the command voltages
Vc are still fixed values (±10V), the saturation levels of the
augmented saturation block are functions of time, i.e., of the
coil load currentsIL and DC charging supply voltageVps.
To make this approach successful, the inner controller

(vertical controller,Fig. 1) must guarantee stability of the
plant for all commands coming from the outer controller
(shape controller,Fig. 1). However, the constraints on the
input of the inner plant due to the saturation of the actuators
may prevent this goal from being achieved. The saturation
of the coil voltages cannot only degrade the performance
of the inner closed-loop system but also impede the ver-
tical stabilization when the synthesis of the nominal inner
controller does not account for plant input saturation. The
inner loop design must take care then of the windup of
that loop and ensure vertical stability for any command
coming from the outer controller. We understand as windup
the phenomenon characterized by degradation of nominal
performance and even loss of stability due to magnitude
and/or rate limits in the control actuaction devices. The anti-
windup synthesis problem is to find a nonlinear modification
of the predesigned nominal linear controller that prevents
vertical instability and undesirable oscillations (keeping the
nominal controller well-behaved) but leaves the nominal
closed loop unmodified when there is no input saturation.
This problem is different from the problem of synthesizing
a controller that accounts for input saturation without re-
quiring it to match a given predesigned arbitrary controller
locally. Several survey papers (Hanus, 1988; Åström &
Rundqwist, 1989; Morari, 1993) describe early ad-hoc anti-
windup methods. Recently several other approaches have
been proposed (Gilbert & Kolmanovsky, 1999; Bemporad
& Morari, 1999; Zheng, Kothare, & Morari, 1994; Scibile
& Kouvaritakis, 2000; Shamma, 2000; Mulder, Kothare, &
Morari, 2001; Miyamoto & Vinnicombe, 1996). Due to the
characteristics of our problem we follow the ideas discussed
in Teel (1999)for exponentially unstable linear systems.

3. Anti-windup compensator fundamentals

We consider exponentially unstable linear plants with con-
trol inputu ∈ Rm and measurementsy ∈ Rp. We write the
model of our system in state-space form,ẋ=Ax+Bu, sep-
arating the stable modes(xs ∈ Rns) from the exponentially
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Fig. 2. Anti-windup scheme.

unstable modes(xu ∈ Rnu),

ẋ =
[
ẋs
ẋu

]
=

[
As Asu
0 Au

] [
xs
xu

]
+

[
Bs
Bu

]
u, (1)

y = Cx +Du, (2)

where the dimension of the state vectorx is n = ns + nu.
The eigenvalues ofAs have non-positive real part, and the
eigenvalues ofAu have positive real part. In addition, we
consider that a nominal controller with statexc ∈ Rnc, input
uc ∈ Rp, output yc ∈ Rm and referencer ∈ Rp, has
been already designed so that the closed loop system with
interconnection conditionsu=yc, uc=y, is well posed and
internally stable. When the controller output is subject to
saturation, i.e., the interconnection conditions are changed to
u= sat(yc), uc= y, the synthesis of an anti-windup scheme
is necessary. In this case the interconnection conditions are
modified to

u= sat(yc + v1), uc = y + v2, (3)

where the signalsv1 and v2 are the outputs of the anti-
windup compensator (Teel, 1999)

ẋaw= Axaw+ B[sat(yc + v1)− yc], (4)

v1 = (�(xu)− 1)yc
+ �(xu − �(xu)(xu − xawu),�(xu)�(xaw)), (5)

v2 = −Cxaw−D[sat(yc + v1)− yc], (6)

and where the anti-windup statexaw is also divided into
stable(xaws) and unstable(xawu) modes.
The anti-windup scheme is illustrated inFig. 2. In addi-

tion to modifying the nominal controller when input satura-
tion is encountered, the anti-windup compensator modifies
the closed loop if the exponentially unstable modes get
close to the boundary of some reasonably large subset of
the region where these unstable modes are controllable with
the given bound on the control (controllable region). The
“distance” from this boundary is measured by the function�,

defined as

�(xu)=
{
1, xu ∈ �lower,
0, xu /∈ �upper

(7)

and interpolated in between, where�lower ⊂ �upper are sub-
sets of�, the domain of attraction of the disturbance-free
system subject to the saturation of the output controller or
what we call controllable region. The anti-windup approach
requires that the states move in a region�upperthat is smaller
than the controllable region�. The freedom to define�lower
and�upper is a tool the designer has to deal with the distur-
bances that although not modeled are present in the system.
The smaller�lower and �upper, the bigger the disturbances
tolerated by the system without escaping the controllable
region�. When the unstable modes get close to the bound-
ary of the controllable region�, the closed loop is modi-
fied by the function�, which takes over control of the plant
(� = 0 ⇒ v1 = −yc + � ⇒ u = sat(�)). One choice of the
function� : Rnu ×Rm → Rm is given by (Teel, 1999)

�(�,�)=Ku� + �, (8)

whereKu is such thatAu +BuKu is Hurwitz. The function
�(xaw) can be designed to improve the performance of the
antiwindup scheme when the controller output is not satu-
rating. However, in this work we will introduce a different
approach toward the same goal. It is important to note that
this scheme requires the measurement or estimation of the
exponentially unstable modesxu.

4. Plant model

Fig. 1illustrates the architecture of our plant. The dynam-
ics of the inner plant can be written as

ẋ = Ax + Bu+ Ev,
y = Cx +Du+Gv, (9)

where there aren ≈ 50 states. Separating the stable modes
(xs ∈ Rns) from the exponentially unstable modes(xu ∈
Rnu), we can write
[
ẋs
ẋu

]
=

[
As Asu
0 Au

] [
xs
xu

]
+

[
Bs
Bu

]
u+

[
Es
Eu

]
v. (10)

The vectoruof dimensionm=6 are the voltage commands
for power supplies on the vertical coils F2A, F2B, F6A,
F6B, F7A and F7B, the vectorv of dimensionq�12 are
the voltage demands for the shape coils, the vectory of
dimensionp= 7 consists of the six vertical coil currentsIL
and the plasma centroid (center of mass of plasma current)
position. Due to the composition of the output vectory it is
convenient to write the reference for the nominal controller
asr = [rTI rZ]T, whererI are the current references for the
six vertical coils andrZ is the centroid position reference.
The main characteristics of our plant can be summarized
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as: (1) There is only one unstable eigenvalue, i.e.,nu = 1.
Thens= n− 1 stable eigenvalues all have strictly negative
real parts. However, some of them are very close to zero
(slow modes). (2) Defining the saturation function

sata
max

amin
(b)=



amax if amax<b,

b if amin�b�amax,
amin if b<amin,

(11)

the saturation of the channeli of the controller, fori =
1, . . . , m, will be denoted as

sat(yci )= sat
Mmax
i (t)

Mmin
i (t)

(yci ),

where the saturation levelsMmin
i (t) andMmax

i (t) are func-
tions of time (i.e., of coil load currentIL(t) and DC supply
voltageVps(t)). (3) There is no direct measurement of the
unstable modexu. (4) The control inputu is not the only in-
put of the inner plant. In addition to the voltage commands
u for the vertical coil from the vertical controller, there are
voltage demandsv for the shape coils coming from the shape
controller.
Given the dynamics of the unstable mode(ẋu = Auxu +

Buu + Euv) in (10), we can compute the minimum and
maximum values of the unstable mode that can be reached
without losing control authority to stabilize the system,

xmaxu = −(Buu)min − Euv
Au

, (12)

xminu = −(Buu)max− Euv
Au

, (13)

and define the controllable region as

� = {x ∈ Rn : xminu �xu�xmaxu }. (14)

The maximal and minimal control are given by

(Buu)
min =

m∑
i=1

Bui gi(−Bui ), (15)

(Buu)
max=

m∑
i=1

Bui gi(Bui ), (16)

whereBui is the ith component ofBu andgi(a)=Mmax
i if

a >0, gi(a)=Mmin
i if a <0.

The controllable region is the state space region where
there exists an inputu within the saturation limits that can
steer the system to the origin. The definition ofxmaxu in (12)
implies that we can makėxu<0 for all 0<xu<xmaxu by
takingBuu=(Buu)min. In similar way, the definition ofxminu
in (13) implies that we can makėxu>0 for all xminu <xu<0
by takingBuu= (Buu)max.

5. Anti-windup design

5.1. Design of function�

Once� is determined, we can define

�lower = {x ∈ Rn : xmin,lu <xu<x
max,l
u }, (17)

�upper= {x ∈ Rn : xmin,uu <xu<x
max,u
u }, (18)

wherexmin,lu = f lxminu , xmax,lu = f lxmaxu , xmin,uu = f uxminu ,
x
max,u
u = f uxmaxu , and 0<f l <f u <1. Once�, �lower and

�upper are defined (�lower ⊂ �upper ⊂ �), the function� is
defined according to (7).

5.2. Design of gainKu

The feedback gainKu in (8) is designed such that

Au + BuKu<0, (19)

sgn(Bui )= −sgn(Kui ), (20)

|Kui x
max,u
u |>max(|Mmin

i |, |Mmax
i |), (21)

|Kui x
min,u
u |>max(|Mmin

i |, |Mmax
i |), (22)

for i=1, . . . , m, whereBui andKui are theith components
of Bu andKu respectively. With (21) and (22), we guarantee
that forxmax,uu �xu<xmaxu (where�(xu)=0) we haveBuu=
Busat(Kuxu)= (Buu)min, and consequently that

sgn(ẋu)= sgn(Auxu + Busat(Kuxu)+ Euv)
= sgn(Auxu + (Buu)min + Euv)<0 (23)

by definition (12). In similar way we can show that for
xminu �xu<xmin,uu (where�(xu)= 0) we have

sgn(ẋu)>0. (24)

Conditions (23) and (24) ensure stabilization of the unstable
mode when�(xu)= 0 through the signalv1 = −yc +Kuxu.

5.3. Design of the function�

We want to make the statesxaw of the anti-windup com-
pensator converge to zero as fast as possible when the un-
stable mode is in the “safe” region, defined by the condition
�(xu) = 1, and no channel of the controller output is satu-
rating. The function�(xaw) in (5) can be designed toward
this goal. However, at this point we depart from the origi-
nal method and follow an alternative procedure for simplic-
ity and effectiveness. We make�(xaw) = 0 and modify the
structure of the anti-windup compensator (4) as follows:

ẋaw= Axaw+ B[sat(yc + v1)− yc]
− [1− �(yc + v1)]�xaw, �>0, (25)

where the function� = max(�1, �2, . . . , �m) is an indica-
tion of saturation, being zero if none of the input channel
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Fig. 3. Inner loop anti-windup scheme.

is saturating and one otherwise. The function�i , defined
for each channeli, becomes one when the signal coming
from the controller and anti-windup goes aboveMmax

i or
belowMmin

i . However, the function�i recovers its zero value
only when the signal coming from the controller and anti-
windup becomes lower thanMmax,�

i <Mmax
i or higher than

M
min,�
i >Mmin

i . These hysteresis loops are introduced to
avoid chattering in the scheme. In this way, when the unsta-
ble mode is in the “safe” region and there is no saturation,
the dynamics of the anti-windup can be written as

ẋaw= Axaw+ Bv1 − �xaw

=
[
As− �Is Asu+ BsKu

0 Au + BuKu − �Iu

] [
xaws
xawu

]
, (26)

v1 =Kuxawu, (27)

v2 = −Cxaw−Dv1, (28)

whereIs andIu are identity matrices of appropriate dimen-
sion. The rate of convergence ofxaw to zero can be regulated
now by the gain�.
A scheme of the anti-windup design is shown inFig. 3.

TheSaturation Limitsblock computes the saturation levels
Mmin
i andMmax

i , for i = 1, . . . , m, which are functions of
time (i.e., of coil load currentsIL(t) and DC supply voltage
Vps(t)). These saturation levels are used by theSaturation
IndicationandAnti-Windupblocks to compute the function
� and the controllable region� respectively. TheObserver
block estimates the unstable mode which cannot be mea-
sured. This estimate is used by theAnti-Windupblock to
compute the function�. TheSaturation Indicationcomputes
� to speed up the convergence of slowmodes (andv2) to zero.
Once the controllable region� and the function� are com-
puted, and the function� provided, theAnti-Windupblock is
able to achieve stability through the signalv1 and keep the
nominal controller well-behaved through the signalv2. We
are controlling the current in the vertical coils by modulating

their imposed voltages. There will be a minimum integra-
tion time constant which will depend on the inductance of
the coils. Given a maximum coil voltage value dictated by
the saturation level, we will have then a maximum rate of
variation for the coil current. Any referencerI (imposed by
the shape controller) that exceeds this physical rate limit will
only cause performance deterioration due to the windup of
the controller. TheRate Limiteris designed to prevent the
shape controller from asking the system for a response rate
that cannot be physically fulfilled. As it is shown inFig. 1
and stated in (9), our plant is also governed by the voltage
demands for the shape coilsv coming from the shape con-
troller. This represents a potential risk of instability for our
plant because the unstable mode can be potentially pushed
outside the controllable region by shape control voltages.
The goal of theWatch-Dogis to permanently monitor and
regulate the value of the shape coil voltage demands to avoid
the loss of controllability of the unstable mode due to the
sudden shrinkage of the controllable region.
The stability of the anti-windup scheme is guaranteed

when the unstable mode is directly measured (Teel, 1999).
When there is no such direct measurement, a bad estimation
of the unstable mode can prevent the anti-windup compen-
sator to stabilize the system. A high gain observer is required
in this case to ensure that the estimation is fast enough to
prevent any excursion of the unstable mode outside the con-
trollable region. The estimatêxu is substituted forxu in the
anti-windup dynamics, which, sumarizing (5), (6), (8), (25),
is given by

ẋaw= Axaw+ B[sat(yc + v1)− yc]
− [1− �(yc + v1)]�xaw,

v1 = (�(x̂u)− 1)yc +Ku[x̂u − �(x̂u)(x̂u − xawu)],
v2 = −Cxaw−D[sat(yc + v1)− yc]. (29)

For our simulation studies, a convential Luenberger ob-
server was implemented. However, during the implementa-
tion stage other types of observers more suitable for noisy
environments will be considered. From the observer we do
not need much accuracy, we only need to know if the unsta-
ble mode is inside�lower or outside�upper. Certain level of
noise in the estimation can be tolerated because it is always
possible to compensate the inaccuracy of the observer with
a convenient selection (reduction) of the design parameters
f l andf u, paying the price on the other hand of reducing
conservatively the region�upper where we allow the states
to move.
A performance comparison between the system without

and with anti-windup can only be achieved when the changes
in the current references are small enough to avoid instabil-
ity in the system without anti-windup. In this case, the pres-
ence of the anti-windup compensator, which shows its effec-
tiveness preventing instability for larger changes in the cur-
rent references, must not degrade significantly the response
of the system.Fig. 4 shows such comparison. The step
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Fig. 4. System response with anti-windup and rate limiter to step changes of approximately 280A inrIi , for i=1, . . . , m, at t =0.1 s (rZ =0 andv=0).
(a) No anti-windup, (b) anti-windup�>0, (c) anti-windup�>0 + rate limiter with variable rate limit.

response (b) is smoother and shows a settling time that is
approximately the same as shown in the step response with-
out anti-windup (a). The rate limiter in (c) not only makes
the step response even smoother but also reduces the settling
time considerably for some of the coils.

6. Conclusions

The proposed scheme has been shown in nonlinear sim-
ulations to be very effective in guaranteeing stability of the
inner loop in the presence of voltage saturation of the ver-
tical coils. The scheme is being implemented and will be
tested in experimental conditions. After succeeding in the
vertical stabilization of the plasma in experimental condi-
tions, efforts will be concentrated on the design of the outer
shape control loop. The necessity of a similar anti-windup
scheme for the outer loop is anticipated; not only due to the
inherent limitations of its actuators but also due to the fact
that the inner loop will modify, through the watch-dog and
rate limiter, the control signals of the outer loop in order
to preserve stability of the inner plant and improve perfor-
mance. In this case, we will deal with a stable (stabilized by
the inner loop design) but nonlinear plant.
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