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ABSTRACT
The control mechanisms of swarms of cooperating robots
have been studied for some time now, but usually assuming
homogeneous swarms. This paper presents a control al-
gorithm for a heterogeneous swarm of cooperating robots
based on a modification of the ant colony optimization
(ACO) method. We consider the possibility of a partially
disabled robot, we analyze the effect it would have on a het-
erogeneous swarm of robots, and we discuss how to work
around the disability. We examine the effectivness of this
control algorithm through a simulation study. For this pur-
pose, a biologically inspired strategy is used for the move-
ment of the robots.
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1 Introduction

There has been a great deal of research recently with re-
gard to the application of emergent intelligence in swarms
of robots. Many different researchers have illustrated co-
operation between different individuals in a swarm. For
instance, researchers managed to build a team of similar
robots that surmount holes when encountering them [1, 2].
They accomplished this by letting the robots form chains
when encountering a hole that was too wide for a single
robot to traverse. Researchers at the University of Alberta
made robots clear a platform for possible other construc-
tion [3]. Other accomplishments include getting a robot
to autonomously choose a construction site [4] and many
others.

Most cooperating swarms have been homogeneous
with regard to their component robots, i.e., any particular
robot can take on any particular task. A significant problem
arises when one wants to introduce heterogeneous robots
into the swarm; some robots may not be physically capa-
ble of doing all the jobs a task requires. For example if a
job requires a flying robot, a robot unable to fly would be
physically incapable of completing the job. A similar prob-
lem occurs when considering a robot that becomes disabled
during the course of a task. The main goal of this paper is
to develop a method or algorithm that can control a hetero-
geneous swarm in an optimal manner to accomplish any

particular task without human intervention. To accomplish
this, we propose a modified version of a popular aggrega-
tion strategy, the Ant Colony Optimization (ACO) method,
set forth in [5] by Dorigo and coworkers.

The ACO method was developed by considering the
movement of ants. If there are two paths between two
points, say a piece of food and a home, the ants pick the
shorter one. This is due to the fact that ants reach the goal
and return on the shorter path before they do on the longer
path, resulting in a greater amount of pheromones on the
shorter path. Ants choose which path to traverse by the
amount of pheromone on each path, and thus, they are more
likely to take the shorter, more-pheromone-laden path.

A number of papers ([6], [7], [8], [9], [10], and [11])
deal with this sort of optimization. Two of them ([8] and
[9]) deal with a straightforward application of the ACO
method in the Traveling Salesman Problem (TSP). Due to
the effectiveness of this method in solving TSPs, ACO is
used extensively in telecommunications for routing. In this
paper, a modified version of the ACO method is used to
solve a TSP where the nodes are robot jobs instead of cities.
The modified (or dynamic) ACO method proposed in this
work allows the drop and addition of nodes, an incomplete
circuit, and the modification of job efficiencies. This allow
us to optimize each robot in our swarm to work through the
task in the most efficient order, and to effectively drop any
job the robot is incapable of doing.

2 Dynamic ACO

The dynamic ACO method used in this paper is a modi-
fication of the classic ant system, described in [5], to ac-
count for dynamic alteration. A dynamic ACO can be best
explained as an ACO implementation in which either the
nodes or path length between the nodes vary during the op-
eration of the ACO. Nodes may either be deleted or come
into existence during the operation of the ACO, and path
lengths may increase or decrease depending on external
factors beyond the control of the ACO system. The ques-
tion becomes how does one optimize the ACO system when
such things are occurring?

Already some research has been done on dy-
namic ACO algorithms with some notable work done by
Merkle [12] and Guntsch [13, 14]. These researchers ex-
plored the possibility of a dynamic ACO system that solves



a TSP that has nodes removed or added during the ACO
process, developing several strategies to deal with such a
system. Others such as Montemanni [15] explored a dy-
namic vehicle routing problem in which the new orders for
a delivery service are received and must be incorporated
optimally in each vehicles route. Although this prior work
is not specifically relevant to our particular problem, it pro-
vides us with a good starting point in developing a dynamic
strategy for job selection.

3 A Modifed Dynamic ACO Algorithm for
Job Selection

Since our optimization algorithms attempt to fit any robot
with a particular job, we shall divide the task in to a set of
sub-tasks (called “jobs” in this paper) which, when com-
pleted, make up the entire task. The different jobs are rep-
resented as nodes in the ACO algorithm.

To design the Modified Dynamic ACO (MDA) algo-
rithm, we first define the “distance” between job nodes as
the quality of the job done by the robot. In the case that we
consider here, the quality is defined as the time it takes for
the robot to finish each job. Upon completion of each job,
the quality is incorporated into a quality matrix. The qual-
ity matrix is a square matrix of order equal to the number
of jobs. Each column represents the current job and each
row represents the next job. Each position in each column
represents the probability for the robot to switch to the job
represented by the associated row. After the completion
of each job, the job quality is averaged with the quality in
the row corresponding to the current job and in the column
corresponding to the previous job. In doing this, the MDA
method judges itself on the quality of the job it does after
transitioning from a previous job. A quality matrix can be
defined for each agent as

Q =

⎡
⎢⎣

q1,1 · · · q1,n

...
. . .

...
qn,1 · · · qn,n

⎤
⎥⎦ , (1)

where n is the number of jobs. Each entry in this matrix
represents the quality of each job the robot completes when
transitioning from another job. Since this matrix essentially
represents the edge lengths between nodes, this is essen-
tially a TSP. Running the ACO on this TSP produces the
quickest cycle though these jobs.

We run the ACO through the values in the transition
matrix as the edge lengths between nodes. Once the ACO is
completed, a job cycle can be generated by simply letting a
single ant walk through the weighted paths of this TSP. The
ant keeps track of which nodes it has visited, and simply
walks through with the same probabilistic functions as the
ants who generated the weighted paths. Once the ant has
visited all the nodes, the sequence of nodes it has visited is
what we call a job cycle.

An issue arises when an robot cannot complete a job
due to either injury or design. What is it to do then? The

job remains in the robot’s undone job queue, and the robot
keeps attempting to do it until the job is completed. Since
the robot cannot do the job, it will wait in it states in this
situation forever. To fix this, a job timeout can be added,
where the agent attempt to do a job for a certain amount of
time and if the job remains unfinished when the timeout oc-
curs, the robot switches to another job. However, the prob-
lem remains that eventually the robot returns to the job that
it cannot complete. If the robot cannot physically complete
the job, then it should not try to do the job in the future.
Allowing the ACO to do an incomplete circuit (a “loop”
or “looping” as refered to in this paper) enables the robot
to do another job without completing an entire cycle. An-
other problem arises here if the problem is time based, i.e.,
something has not occurred so the robot cannot complete
the job at the given time but may at some point in the fu-
ture. This eventually resolves itself as the robot completes
all possible jobs and it is only left with the job it previously
could not complete. The likelihood of it switching to the
job it could not do previously would then increase due to
the inability to do any other job.

4 Simulator Design

A simulator was programmed to test the MDA. Using this
simulator, the MDA can be compared against an unop-
timized approach based on a basic sequential job selec-
tion, and data can be gathered without the need for a large
amount of expenditure on robots. Each robot of the simula-
tor should accurately represent a robot in real life, properly
simulating all of its attributes. The robots should also be
implemented in such a way that a large amount of different
robots can be achieved with relative ease.

4.1 Tasks and Jobs

To test the MDA we require a task, which is defined in this
case as a simple food-gathering task. The overall goal of
the system is to gather food at the home base (or “kitchen”
as it is referred to in this paper) from any food source in
the surrounding area. The task is further complicated by
requiring that the food brought to the kitchen be stacked
(piled) on one another. Therefore, we have three jobs:

1. Scouting: Agents with the “Scouting” job will wander
around looking for a source of food. When food is
found, the agents will return to the kitchen with the
glorious news.

2. Transporting: Agents with the “Transportation” job
will look for the source of food that the scouts found,
grab a piece of food, and take it to the kitchen.

3. Stacking: Agents with the “Stacking” job will take a
piece of food in the kitchen and place it on another
piece of food.

These three tasks then have the following job transition
conditions:



1. When “Scouting” is finished and the agent has re-
turned to the kitchen, switch to another job.

2. When “Transportation” is finished (i.e., a piece of
food is brought to the kitchen), switch to another job.

3. When another piece of food is found in the kitchen,
and the agent is currently doing the “Stacking” job,
stack the food in the cargo and switch to another job.

If the agent is “Stacking” and the job timer expires, drop
the food in the cargo and switch to another job.

The basic route through this task consists on each job
being done in turn (i.e., 1, 2, 3, 1, 2, 3, . . .). This is referred
to as basic sequential (BS) job selection in the rest of the
paper, and it is used to be compared with the MDA algo-
rithm proposed in this work.

Along with the robot, the food attributes must also be
defined with regard to the simulator. Although significantly
simpler than the robot design, a piece of food should have
similar properties, that is, a physical representation in the
field and a location within the arena. For this simulator, a
field is required for the robots to act upon. The field is a
simple arena consisting of walls, obstacles, and a kitchen.
The field does not specify food and robots, nor does any
other possible dynamic object. Rather, the field is simply a
static representation of the environment.

4.2 A Pheromone Based Movement Strategy

The movement strategy is biological inspired by the ant be-
havior, i.e., it is based on the pheromone concept explained
above. This movement algorithm produces a faster task
completion when compared with a simple collision avoid-
ance algorithm. This is because the algorithm directs the
robots towards the food more often than not. As such, this
movement strategy is used in conjunction with the MDA.
The movement algorithm works without knowledge of the
surrounding area, it requires little pre-processing, and it is
a dynamic method.

For this pheromone inspired movement strategy, a
normal ACO cannot be used as it is not a general enough
implementation. While the normal ACO would be excel-
lent if we were attempting to find the fastest method to
solve a TSP, it is not very good when we try to implement
movement. Each pixel would have to be considered a node
(assuming we do not use some sort of map division strat-
egy) and the map would have to be known. However, using
the fact that our robots are meant to more probably follow a
pheromone than not, we can generate a movement strategy.

First, let us define the pheromone the robot lays down.
Each robot lays down a pheromone trail of width W and of
strength S. The width is in pixels since we are working in
a digital environment. The strength S is a number that rep-
resents the amount of pheromone that is laid down. For the
simulator, each robot lays down this trail on a pheromone
map that is of the same height and width as our field. As
the robots run around the field, they lay pheromone down

behind them. After each “tick” (.1666th of a second) of
the simulator, the pheromone currently on the field evap-
orates with a predefined evaporation rate. The robot sees
the pheromone in its proximity and more probably gen-
erates a heading towards the area with a larger amount
of pheromone. We use a truncated normal distribution to
choose a direction based on the pheromone levels.

Next, let us define how each robot moves on the
board. Each robot has a probabilistic weight associated
with its movement based on the amount of pheromone it
sees. It is more probable to move in the direction of the
pheromone than not. We must also include a weight to pre-
vent the robot from crashing into some obstacle in the field,
that is, a weight dependant on a non-collision strategy. For
our purposes, a basic non-collision movement strategy can
be used. For each robot with an array of distance sensors,
a weighted combination of the angle of the sensor, with re-
spect to the normal direction of the sensor, and its distance
is generated. From this weighted value an overall heading
can be obtained. This strategy is simple and serves our pur-
pose well while not interfering with the robot moving on
the pheromone trails.

The pheromone-based movement (PBM) algorithm
combines the heading from the sensors with the heading
generated by the pheromone. This combination provides a
heading that has a good probablity to follow the pheromone
avoiding collisions. When applied, this movement algo-
rithm generates very good pheromone following robots.

It is also possible to generate a simpler movement
strategy by just using the weighted sensor information and
disregarding the pheromone data. This basic movement
(BM) algorithm is also considered for the simulation cases
presented below.

4.3 A simulation run

In figure 1 we can see a typical simulation run. Five robots
are working together to find 15 pieces of food, bring them
back, and stack them in a designated kitchen area. Each
robot is represented by a colored rectangle with a point on
the end (different colors indicate different jobs being exe-
cuted by the robots), while the black polygons are simple
obstacles, and the yellow circles are pieces of food. This
configuration of 5 robots and 15 pieces of food are used
in every simulation run presented below. The lines being
drawn from each robot are the pheromone trails for the
movement strategy.

Figure 2 shows the consequence of an inappropriate
pheromone evaporation rate. The robots create pheromone
“black holes” during the simulation of the pheromone-
based movement strategy. The robots initally move in a
circle because of some reason (usually object avoidance)
and then get stuck. This is because the pheromones do not
evaporate quickly enough, and they reinforce each time the
robots go around. This can be fixed by adjusting the evapo-
ration constant, and the probability for the robots to follow
a pheromone.



Figure 1. A typical simulation run of one set of robots

Figure 2. A circle being generated by the pheromone move-
ment strategy

5 Discussion of results

The simulator was run several times with several different
configurations to ensure the validity of our results. Fig-
ures 3 and 4 show some of the runs (denoted as “series”
in the figures), illustrating at what time (vertical axis) each
piece of food (horizontal axis) is stacked in the kitchen, and
therefore the progress of the task. Figure 3 illustrates the
Modified Dynamic ACO (MDA) job selection algorithm,
while figure 4 illustrates the simpler basic sequential (BS)
job selection algorithm. Both cases are simulated using the
pheromone based movement (PBM) strategy. Since a total
of 15 pieces of food are laid out, when 15 pieces of food
are stacked, the simulation is considered to be completed.
The disparity in the two different runs in figure 3 are due
to the randomness associated with the MDA algorithm, in
particular at the beginning of the task (see below).

Figure 5 compares the food delivery times for dif-
ferent algorithms: MDA job selection algorithm with
pheromone-based movement strategy (MDA/PBM), basic
sequential job selection algorithm with pheromone-based
movement strategy (BS/PBM), and basic sequential job se-
lection algorithm with a basic movement strategy that dis-
regards pheromone information (BS/BM). In the beginning
of the simulation, the MDA shows a lack of optimization.
This is because the MDA has yet to adjust itself to the task,
and all jobs are equally probable. The MDA algorithm
starts out with poor effiency due to the fact that the job is
randomly selected at the beginning. This creates a period
at the beginning of the run where a robot may be in an un-
completable task. In the sequential selection algorithm, the
first job is completable at the beginning of the run, and the
first piece of food can be grabbed faster.

In this simulation example, the sequential job cycle
turns to be the most efficient way to complete the task. It
is possible to note from figures 5 and 6 that the MDA algo-
rithm eventually optimizes itself to be sequential. Figure 5



Figure 3. Food delivery times for a Modified Dynamic
ACO (MDA) job selection algorithm with a Pheromone
Based Movement (PBM) strategy

Figure 4. Food delivery times for a basic sequential (BS)
job selection algorithm with a Pheromone Based Move-
ment (PBM) strategy

Figure 5. Comparison of food delivery times for different
job selection methods

Figure 6. Optimized and unoptimized transition (quality)
matrices

shows that the necessary time to complete the task (i.e., to
gather the 15 pieces of food) for the MDA/PBM algorithm
is comparable with that for the BS/PBM algorithm. Fig-
ure 6 shows the unoptimized and optimized job transition
matrices, which evolve during the run of the simulator. The
black color represents a probability of 1, a white color rep-
resents a probability 0, and shades of gray are intermedi-
ate probabilities. The colors in the optimized job transition
matrix indicate a sequential job selection.

Since a pure sequential job selection appears to be the
optimal route through the task in this simulation example,
the loss of time in the beginning of the optimization causes
most of the MDA job selection simulations to be slightly
longer than the sequential job selection counterparts. This
can be seen in figure 7, where the task completion times
for different methods are compared in several simulation
runs. Besides the MDA/PBM, BS/PBM, and BS/BM algo-
rithms described above, a reverse sequential job selection
algorithm with a basic movement strategy that disregards
pheromone information (RS/BM) is also presented. In this
case, the jobs are executed sequentially in the 3-2-1 order.
It is easy to note that the reverse sequential algorithm is
outperformed by the sequential algorithms and the MDA
algorithm, which in fact evolves into a sequential algorithm
in this simulation example.

In this simulation example, each robot is fully capable
of doing every single job. When the simulation is run with
some disabled robots, the MDA algorithm absolutely out-
performs the sequential job selection algorithms indepen-
dently of the movement strategy considered for the simu-
lation. This is because the MDA algorithm allows the job
selection to loop, and complete the task without having to
wait for jobs to time out.

Another interesting thing occurs when looping is al-
lowed in the job selection algorithm. In this case, any re-
dundant job is no longer attempted to be completed. In
many of the simulations using looping, the first job, “scout-
ing”, was ignored by the majority of the robots.



Figure 7. Task completion time comparison

6 Final Thoughts

Upon review of the data, one should see that there is sig-
nificant promise in the MDA method for the optimization
of jobs. The MDA job selection seems to perform poorly
at first when compared to the sequential job selection, al-
though this is due to the fact that sequential is indeed the
most efficient way to complete the task for the example
considered in this work. One can imagine a more complex
task in which the most optimal job order is not as readily
apparent. Additionally, it has been proved in simulations
that the MDA algorithm beats the sequential job selection
algorithm when broken or partially disabled robot are con-
sidered. This is explained by the fact that each robot is able
to drop whatever job it cannot complete (looping), and go
on to another job without having to let its job timer expire.
This is interesting, since in dealing with a TSP and the ant
colony simulation, looping is undesirable, yet here it is very
desirable. In the conventional ACO/TSP, looping confines
your solution set, while here looping is almost required for
completing the task in an optimal way.
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