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Abstract— We consider control of the q profile while si-
multaneously regulating the plasma stored energy for the
DIII-D tokamak. The main objective is to improve the shot-to-
shot reproducibility and facilitate the accessibility of operating
conditions that have steady-state potential, i.e. plasmas with
large non-inductive current drive fractions. At DIII-D, non-
inductive current sources including electron cyclotron current
drive (ECCD) and neutral beam injection (NBI) allow the
possibility of shaping the plasma current density distribution,
and therefore enabling control of the q profile. A feedback
controller is designed in a model predictive control framework
to regulate the q profile while simultaneously regulating the
plasma stored energy. The effectiveness of the control approach
is demonstrated with experiments.

I. INTRODUCTION

In a reactor-grade tokamak, a plasma (hot ionized gas),
typically of hydrogen ions, is confined by magnetic fields and
heated to temperatures on the order of several keV . At such
high temperatures, collisions between ions can overcome the
repulsive forces due to their Coulomb fields thereby resulting
in fusion reactions. The construction of a tokamak involves
wrapping a set of coils poloidally around a toroidal vacuum
vessel to produce a toroidal magnetic field. An additional
poloidal field component is generated by running a current
through the plasma. Combining the component fields, the
net magnetic field lines wind helically around the torus.
Following any magnetic field line a number of times around
the torus maps out a closed flux surface, see Fig. 1.

The plasma current can be driven inductively by a trans-
former effect, where the plasma acts as secondary and a coil
located at the center of the tokamak acts as the primary of
the transformer. Tokamak operation typically also involves
current driven by non-inductive sources. DIII-D is equipped
with electron cyclotron current drive (ECCD), which involves
injecting radio-frequency waves into the plasma, which drive
current and also resonate with the gyro-kinetic orbit of the
electrons, heating the plasma by an effect known as electron
cyclotron resonant heating. Additional auxiliary current can
be driven by neutral beam injection (NBI), which consists
of injecting beams of highly energetic neutral particles into
the plasma, driving current and heating the plasma through
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collisions. Besides the auxiliary sources of ECCD and NBI,
a self-generated source of current known as “bootstrap”
current also contributes to the non-inductive current drive.
Bootstrap current results from charged particles trapped
between surfaces of constant magnetic flux, thus it is an
automatically generated current [1].

A key issue for the success of a reactor-grade tokamak
is the ability to operate in steady-state, meaning the plasma
current is fully sustained with non-inductive sources. De-
velopment of the steady-state scenarios is an on-going area
of research at the DIII-D tokamak (General Atomics, San
Diego, USA) and other tokamaks around the world (see [2]
for a review of progress towards steady-state operation).
Maximizing the self-generated bootstrap current is naturally
an important issue in developing a steady-state scenario.
Two important quantities associated with maximizing the
bootstrap current fraction are the q profile, which measures
the pitch of the magnetic field lines, and the ratio of plasma
kinetic pressure to normalized magnetic pressure, �N . The
bootstrap current fraction is proportional to q times �N
(fBS / q�N ). Therefore, one path to realizing a steady-state
scenario relies on high qmin, which has the added benefit of
raising the �N limit associated with the onset of deleterious
magneto-hydro-dynamics (MHD) instabilities such as tearing
modes [3] and resistive wall modes (RWM) [4]. However, in
order to maintain high fusion gain, proportional to �N/q295,
the q profile should be optimized by increasing qmin while
maintaining low q95 (value of q at the plasma edge) [5].
This motivates an interest in active control of the q profile
to assist testing of operating conditions that are amenable to
steady-state conditions.

In this work, we make use a first-principles-driven,
control-oriented model of the current profile evolution suit-
able for high-confinement (H-mode) discharges in DIII-D.
Advances towards developing low-order, control-oriented
models for current profile control in various tokamaks are
discussed in [6], [7], [8]. The models generally combine the
magnetic diffusion equation [9] with empirical correlations
for the electron temperature, resistivity, and non-inductive
current drive.

Model predictive control of the tokamak q profile has
already been considered in simulations [10], [11], [12]. As
pointed out in [11], it is typically desired to operate tokamaks
near stability limits in order to explore interesting physical
phenomenon, thus, the optimal control solution for q profile
control often lies at the intersection of various constraints. In
particular, constraints associated with actuator limits and the
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Fig. 1. Magnetic configuration of a tokamak (field lines follow a helical
path around the tokamak). Flux surfaces represent points of constant poloidal
magnetic flux.

parameter limits necessary to maintain stable plasmas (absent
MHD). The most effective control approach is then naturally
one that anticipates constraint violations and corrects for
them in a systematic way. While we do not yet include
state constraints in our control implementation, we have laid
the ground work in building a suitable model predictive
control framework for q profile control at the DIII-D tokamak
that could later be expanded to include state constraints
associated with the avoidance of deleterious MHD activity.

Model predictive control has developed significantly over
the last few decades [13], while originally only applica-
ble to problems with slow time scales due to the intense
computational requirements. Improvements in optimization
algorithms that exploit the problem structure have made MPC
applicable to medium sized problems requiring fast update
times between 1-5 ms [14]. We make use of a simple active
set method [15], which combined with warm-starting of the
optimization problem as described in Section III-B allows
for sufficiently fast control computation times on average of
1 ms.

This work is organized as follows. The model structure
of the q profile and plasma stored energy is described in
Section II, details of the control design approach are given in
Section III, experimental evidence of the effectiveness of the
controller in reaching the target is presented in Section IV,
and, finally, conclusions are made in Section V.

II. MODELING THE CURRENT PROFILE EVOLUTION AND
PLASMA STORED ENERGY

The q profile is defined as the ratio of toroidal to
poloidal magnetic flux gradients. Assuming a large aspect
ratio tokamak, such as DIII-D, we can take the cylindrical
approximation,

q(⇢̂, t) =
d�

d 
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where t represents time, � is the toroidal magnetic flux,
 is the poloidal magnetic flux per radian ( =  /2⇡),
⇢ is the spatial coordinate, and ⇢̂ is the normalized spatial
coordinate defined as ⇢/⇢b, where ⇢b is the value of ⇢ at the
last closed magnetic flux surface. The evolution of  can be
well approximated by the magnetic diffusion equation [16],
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�kIpIp, where ⌘ is the plasma resistivity, Te is the electron
temperature, µ0 is the vacuum permeability, F̂ , Ĝ, and Ĥ are
spatially varying geometric factors pertaining to the magnetic
configuration of a particular plasma equilibrium [17], Ip is
the total plasma current, and kIp is a constant. Contributions
to the non-inductive current drive, jNI, include the self-
generated bootstrap current (jBS) and each of the auxiliary
sources such as ECCD (jEC) and NBI (jNBI),

jNI(⇢̂, t) = jBS(⇢̂, t) +
nECX

i=1

jEC,i(⇢̂, t) +
nNBIX

i=1

jNBI,i(⇢̂, t). (3)

At DIII-D there are nEC = 6 ECCD sources and nNBI = 8
NBI sources. The driven current density from each source
depends on the plasma temperature, plasma density, and
the physical alignment of the source with the plasma. We
use time and spatially varying physics-based correlations
to describe the plasma resistivity, electron temperature, and
current drive efficiency for each auxiliary source [8]. The
bootstrap current density, jBS(⇢̂, t) can be modeled as a
function of the temperature, density, and poloidal magnetic
flux profiles and their gradients [18], [19].

As the q profile depends inversely on the spatial derivative
of the poloidal flux, we define the terms
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which will be useful for control purposes. We can differen-
tiate (2) in space to obtain an expression for the evolution
of ✓,

@✓

@t
=

1

µ0⇢2b

@

@⇢̂

⇢
⌘

F̂ 2

1

⇢̂

@

@⇢̂

✓
⇢̂F̂ ĜĤ
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(R0Ĥ⌘jNI).

(5)
Thus, we can control q indirectly be controlling either ✓ or
◆, and avoid the nonlinearity associated with the inverse of
the spatial gradient of poloidal magnetic flux in (1).

The plasma stored energy, i.e. volume averaged energy
density over the plasma volume, can be well approximated
by the nonlinear first order system,

dE

dt
= �E

⌧E
+ Ptot(t), (6)

where ⌧E is a the global energy confinement time. We use
the ITER-98 (IPB98(y, 2)) [20] scaling law to model the
energy confinement time, ⌧E / I0.93p n̄0.41

e P�0.69
tot . The total

absorbed power, Ptot is equal to the auxiliary power injected
into the plasma by NBI and ECCD, Paux =

PnNBI
i=1 PNBI,i +

PEC, plus the power from the ohmic coil, Pohm, minus the
radiative power, Prad, Ptot = Paux + Pohm � Prad. The ohmic
and radiative power can be described as a function of the
electron density, electron temperature and toroidal current
density, which can be determined from the poloidal magnetic
flux profile [8].

To transform the model (5) to state-space form, we dis-
cretize the system in space using finite difference approx-
imations to the spatial derivatives. The domain of interest,



⇢̂ = [0, 1], is truncated to l evenly spaced nodes, separated
by �⇢̂ = 1/(l � 1) to obtain the finite-dimensional system,

✓̇ = f(✓,u), ◆ = C✓, (7)

where the model state is ✓ = [✓2, ✓3, . . . , ✓l�1]T ,
the output is ◆ = [◆2, ◆3, . . . , ◆l�1]T , and the output
matrix C is obtained from (4). The available actua-
tors represented by u, include the total plasma current,
the line averaged electron density, and the various gy-
rotron (ECCD) and neutral beam source powers, u =
[Ip, n̄e, PEC,1, . . . , PEC,nEC , PNBI,1, . . . PNBI,nNBI ]

T . Note that
in addition to the non-inductive sources, we also have control
of the total plasma current, Ip, allowing control of the profile
boundary. The total plasma current, represents the sum of
non-inductive and inductive currents. A low level dedicated
controller exists to regulate the central coil voltage to drive
any missing current between the requested total current and
the sum of non-inductive sources.

III. CONTROL DESIGN

The control objective is to reach a specified target profile
shape at a specified time. To accomplish this, first, an open-
loop control problem is formulated as a trajectory optimiza-
tion problem to find a feasible path from the expected initial
condition to the desired target. The problem involves the
minimization of a scalar objective over a set of constraints
associated with the dynamics of the system (model of the q
profile evolution), actuator constraints (physical limits such
as maximum NBI power), and bounds on the acceptable
current profile shape through the ramp-up phase (see [21]
for details). The result of the optimization procedure is an
open-loop sequence of NBI powers, ECCD powers, and
total plasma current and a corresponding state trajectory that
reaches the target, at least according to the model.

Let uFF represent the feedforward control sequence and
✓FF (equivalently ◆FF) represent the corresponding feedfor-
ward state trajectory. After discretizing the system (7) in time
and linearizing around the nominal feedforward trajectory
(uFF, ✓FF, ◆FF), we obtain the linear time-varying system,

✓̃k+1 = Ak✓̃k +Bkũk, ◆̃k = C✓̃k, (8)

where ✓̃k, ◆̃k, and ũk, represent deviations from the feed-
forward trajectory, i.e. ✓̃k = ✓k � ✓FF,k, ◆̃k = ◆k � ◆FF,k,
and ũk = uk � uFF,k. Given that there is a one-to-
one relationship between ✓̃ and ◆̃, we can eliminate ✓̃ for
simplicity of control design,

◆̃k+1 = Ak ◆̃k +Bkũk, (9)

where we have overwritten Ak and Bk with Ak  
CAkC

�1, Bk  CBk.

A. q Profile Control

We use the total plasma current to regulate the q profile
at the edge (q95) with a classical linear quadratic integral
(LQI) controller, the details of which are identical to [22].
This ensures that the controller will hit the target q95 value.
In the control design approach that follows, including Ip as

a control variable is problematic because the target q profile
is expected to be difficult to achieve. If Ip were included
as an actuator, the controller might attempt to reduce Ip to
undesirably low values to obtain the interior profile target.
While it can be advantageous to use Ip to control the
profile shape as a boundary actuator, we elect to dedicate Ip
towards control of the profile edge to avoid the possibility
of undesirably low Ip values. The following design could
potentially be modified to include Ip as an actuator with
added constraints to prevent Ip from falling undesirably low.

To control the q profile interior, we consider the trajectory
tracking problem formulated as a finite-horizon, optimal
control problem,

minimize
{�̃uk+t}Hu

t=0

Jk = ◆̃Hp
P ◆̃Hp

+

Hp�1X

t=1

◆̃Tk+tQ◆̃k+t

+
HuX

t=0

(�ũc
k+t)

TR�ũc
k+t

subject to ◆̃k+t+1 = Ak+t◆̃k+t +Bc
k+tũ

c
k+t +Bnc

k+tũ
nc
k+t

◆̃k = ◆̃(k) : initial condition
�ũc

k+t = ũc
k+t � ũc

k+t�1

ũk�1 = previously applied control
ũnc
k+t = ũnc

k for t = 0, 1, . . . Hu

ũk+t 2 Ũk+t for t = 0, 1, . . . Hu

(10)
The cost function Jk includes an instantaneous cost on
deviations of the ◆ profile from the desired feedforward
trajectory (◆FF) over the prediction horizon, Hp. Also, an
instantaneous cost is applied to deviations in the control,
�ũc

k+t = ũc
k+t � ũc

k+t�1, implying no cost for the
control sequence to be away from the value associated
with feedforward trajectory, uFF, but there is a cost for
fast rate changes. The actuators have been split into con-
trolled uc

k = [PNB,3, . . . , PNB,nNBI ] and uncontrolled unc
k =

[PNB,1, PNB,2, PEC,1, . . . , PEC,nEC , Ip]. The first two NBI are
dedicated to diagnostics, the total plasma current is con-
trolled via LQI control, and the ECCD are only controlled
via feedforward. We allow the prediction horizon associated
with the control, Hu, to be less than the prediction horizon
associated with the state, to reduce the complexity of the
problem. We assume no further update in the control beyond
the control horizon, i.e. uc

k+t = uc
k+t�1 for t � Hu and

we replace the future uncontrolled actuators (which are yet
unknown) with their current values. The term {ũk+t 2
Ũk+t}Hu

t=0 describes a set of linear constraints associated with
the actuator limits. The solution to this optimization problem,
z?, consists of the optimal predicted state and the optimal
control update sequence,

z? = [�ũ?k, ◆̃
?
k+1,�ũ?k+1, . . . ,�ũ?k+Hu

, . . . , ◆̃?k+Hp
]. (11)

Of course, we cannot simply apply the resulting control
sequence because the model used to predict the future states
is not perfectly accurate. Therefore, the common practice
is to apply the first step of the sequence, then sample the
state again, and repeat the optimization procedure, which



introduces feedback to the control. Introducing feedback in
this manner, i.e. solving the optimization problem, sampling
the state, and solving the updated optimization problem again
in a repetitive fashion leads to the feedback scheme known
as “model predictive control” (MPC).

For control design purposes the stored energy evolution is
approximated by its linearized dynamics,

dE

dt
= � E

⌧Eeq

+ Paux(t), (12)

where the contributions of ohmic power and radiative power
are dropped since they are relatively small compared to
the auxiliary power, and take ⌧Eeq as the global energy
confinement time associated with the operating point of
the target q profile. The approximate energy dynamics (12)
describe a linear first order system, therefore with a sim-
ple proportional-integral (PI) controller we can obtain any
desired closed loop performance. With the PI controller,

P req
aux(t) = kp(E

d(t)�E(t))+ki

Z t

0
Ed(⌧)�E(⌧)d⌧, (13)

we can obtain a request for total auxiliary input power,
P req

aux(t), which can enter into the MPC problem as an equality
constraint on the total auxiliary power. The combination of
q profile MPC with energy control constraint is depicted
in Fig. 2. The constraint on total NBI power can be written
as

nNBIX

i=1

P̃NBI,i = P req
aux(t)�

nNBIX

i=1

PNBI,FF,i, (14)

In this manner we can obtain the desired plasma stored
energy, and then allow the MPC controller to find the best
combination of on-axis and off-axis NBI, satisfying the total
power constraint to reach the desired q profile.

The optimization problem (10) combined with the con-
straint (14), is composed of the minimization of a quadratic
function over a set of linear constraints, a quadratic program
(QP).

minimize
z

1

2
zTHz + fTz

subject to Aeq,kz = beq,k

Ain,kz  bin,k

(15)

where H = diag{[R,Q,R, . . . ,R,P ]}, and f = 0. The
equality constraints consist of the total power constraint (14)
and the dynamics constraints of (10), which can be easily
converted to matrix form [23]. Note that the equality con-
straints have a subscript k denoting time dependence, which
arises because the linearized dynamics are taken around the
feedforward trajectory. The inequality constraints consist of
actuator limits, which are also time varying because the
limits are considered relative to the time varying feedforward
control values. Actuator limits are implemented in the same
fashion as [11].
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Fig. 2. q profile MPC with total power constraint to satisfy desired plasma
stored energy.

B. Optimization
Consider the standard form QP (15)1, for which we want

to find the optimizer z?. At the optimal solution, some of
the inequalities will be active, i.e. the solution resides at the
boundary of the inequality. If the set of active inequalities at
the optimal solution, the active set, were known apriori, the
remaining inactive inequalities could be dropped from the
problem and the optimal solution could be found by solving
an equality constrained problem.

Let A represent the set of active inequalities constraints at
the optimal solution, and let Aact and bact represent each of
the active inequalities. Assuming H is positive definite, i.e.
the problem is strictly convex, then the unique optimizer can
be found from the single stationary point of the Lagrangian,

L(z,↵,�) =
1

2
zTHz +

fTz +↵T (Aeqz � beq) + �T (AT
actz � bact),

(16)

where ↵ and � have been introduced as Lagrange multipli-
ers. The stationarity point of (16) can be found by solving
the linear system

2

4
H Aeq

T AT
act

Aeq 0 0
Aact 0 0

3

5

2

4
z
↵
�

3

5 =

2

4
�f
beq
bact

3

5 . (17)

The symmetric indefinite system (17) can be solved effi-
ciently with the Schur complement method [24]. Let Ā =h
AT

eq AT
act

iT
and b̄ = [bTeq bTact]

T , and for convenience
rewrite the system (17) as


H Ā

T

Ā 0

�2

4
z
↵
�

�
3

5 =


�f
b̄

�
. (18)

With the assumption that H is positive definite, we can
multiply the first equation in (18) by ĀH�1 and then
subtract the second equation to obtain a linear system in
the vector [↵T ,�T ] alone,

⇣
ĀH�1Ā

T
⌘

↵
�

�
=

�
ĀH�1f � b̄

�
. (19)

Solve the symmetric positive definite system for ↵ and �,
then recover z from the first equation of (18),

z = �H�1

✓
f + Ā

T

↵
�

�◆
(20)

1For the remainder of this section we drop the time dependence of the
problem, subscript k, for convenience.



This method requires H�1 and factorization of matrix
Ā

T
H�1Ā, therefore it is most efficient when the inverse

of H�1 can be easily computed, i.e. is diagonal, or can
be precomputed, which is the case in the MPC approach
described in this work.

An active set algorithm is a procedure to determine the
active set A. Numerous possibilities exist for finding A, we
use the simple active set method reported in [15]. For a
convex inequality constrained QP, necessary and sufficient
conditions for optimality are satisfied by the Karush Kuhn
Tucker (KKT) conditions, which can be summarized as
follows

Hz +↵TAeq +
X

i2W
�ia

T
in,i = �f

Aeqz = beq

8i 2 A : aT
in,iz = bin,i

9
>>=

>>;
KKT(1),

8i 2 I \ A : aT
in,iz  bin,i

8i 2 A : �i � 0

)
KKT(2),

(21)

where aT
in,i denotes the ith row of the inequality constraint

matrix Ain, and I represents the set of all inequality con-
straints. Let W represent a guess of the active set A. Using a
guess of the active set, the solution to the problem determined
by solving (17) with A replaced by W will satisfy KKT(1),
but will not necessarily satisfy KKT(2) unless W is equal
to the optimal active set A. The procedure to determine the
active set starts by first taking a guess to the active set, call
it the “working set” W . From the working set, we construct
an equality constrained QP and obtain a candidate solution,
ẑ. With the candidate solution, we can check the conditions
KKT(2), any violated inequality constraints are added to the
working set and any constraint i for �i < 0 currently in the
working set is removed.2 The process is repeated until no
constraints are added or removed from the working set. The
active set algorithm is formally summarized in Algorithm 1.

Algorithm 1: QP by Active Set
iter  0
repeat

Compute candidate solution ẑ via (19)-(20),
if aT

in,iz > bin,i
��
i/2W then

add i to W
end if
if �i < 0|i2W then

remove i from W
end if
iter  iter + 1
if iter > MAXITER then

return Fail
end if

until z satisfies KKT(2)
A = W and z = ẑ
return A, z

2A negative multiplier implies the optimal solution lies within this
inequality constraint.
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Fig. 3. Number of active set (Algorithm 1) iterations to solve the QP for
each control update.

The efficiency of the algorithm is primarily due to the fact
that the number of active inequality constraints on sequential
control updates does not change dramatically, and thus the
active set information from the previous control update can
be used to warm start the QP on the next control update. This
allows for a significant reduction in the number of iterations,
and therefore linear system solves, necessary to solve the QP.
For more than 90% of control updates, the QP is solved in
fewer than 3 iterations as shown in Fig. 3. However, this
particular active set algorithm is not guaranteed to succeed.
In the instances in which it fails, we default the optimization
procedure of the feedback controller to a basic interior point
algorithm [24].

IV. SIMULATIONS AND EXPERIMENTAL RESULTS

In this section we consider two q profile control experi-
ments on the DIII-D tokamak demonstrating the effectiveness
of the controller. A new control request is computed every
20 ms, however, we apply a zero-order-hold on updates to
the model matrices (9) of 100ms, reducing the set of QP
matrices to 24 for the entire tokamak discharge (we control
from 0.4-3 s).

The target q profile is a zero shear profile with qmin = 1.6
and q95 = 5. The first experiment involves q profile control
only (Fig. 4) and the second involves q profile plus energy
control (Fig. 5), where the energy control is incorporated via
a constraint to the MPC problem as described in Section III-
A. For both experiments, we plot the obtained q profile at the
top of the respective figures in comparison to the q profile
obtained with feedforward control alone. The failure of the
feedforward control action to reach the target is primarily
due to slight modeling errors in the resistive diffusion rate.
This emphasizes the importance of feedback control, which
is able to account for the modeling errors and bring the q
profile back on target.

In the middle section of the figures, the plasma stored
energy is plotted, comparing the target value with that
obtained with feedforward control only and feedforward +
feedback control. Comparing Fig. 4 vs Fig. 5, we see that
controlling the q profile alone leads to rather aggressive
control action and therefore a choppy undesirable response
in the plasma stored energy when compared to that obtained
with q + energy control. Note, that at the bottom of Fig. 4,
the effects of the aggressive control action are observed in
the response of �N , which can be problematic. If �N is
allowed to go too high too early this can potentially seed
magnetic islands that can grow and corrupt the confinement
of the plasma.
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time for feedforward control (shot 163735) and feedforward + feedback
control (shot 163738) cases. Middle: Plasma stored energy. Bottom: �N .
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Fig. 5. Shot 163743: q profile + energy control. Top: Achieved q profile
at target time for feedforward control (shot 163735) and feedforward +
feedback control (shot 163743). Middle: Plasma stored energy. Bottom: �N .

V. SUMMARY AND CONCLUSIONS

We described a MPC trajectory tracking control approach
for regulation of the q profile in the DIII-D tokamak that
simultaneously maintains the desired plasma stored energy
via a constraint on total auxiliary power. The controller was
formulated as a strictly convex QP and was solved using
an active-set algorithm that exploits the consistency between
active constraints in subsequent control steps for fast compu-
tation speed. Experimental results successfully demonstrated
the capability of the control approach to reach desired q
profile targets while regulating plasma stored energy.
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