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Abstract— The paper proposes a model-based control ap-
proach for the coupled evolution of the poloidal magnetic flux
profile and the normalized pressure ratio βN . The model is
determined by a system identification method which is shown
to sufficiently reproduce the plasma response to variations
in particular actuators. Data for model identification is col-
lected during the plasma current flattop in a large βN , high-
confinement scenario (H-mode) with the actuators modulated in
open loop. Using this data, a linear state-space plasma response
model for the poloidal magnetic flux profile and βN dynamics
around a plasma equilibrium state is identified. An optimal
state feedback controller with integral action is designed for
the purpose of simultaneous control of the poloidal flux profile
and βN . Experimental results showing the performance of the
proposed controller implemented in the DIII-D tokamak are
presented.

I. INTRODUCTION

To initiate a fusion reaction on earth, temperatures on the
order of 107−109 K are required to overcome the Coulomb
repulsion between like-charged nuclei. The conventional
fusion plasma, i.e., a hot gas of hydrogen ions and elec-
trons, must be confined by magnetic fields because the high
temperatures would otherwise melt the confining structure.
The motion of ionized particles are tied to the magnetic field
lines by the Lorentz force, so, to contain the plasma, the
common solution is to close the magnetic field lines in on
themselves, forming a torus as shown in Fig. 1. The primary
field component, in the longitudinal direction, is called the
toroidal field, labeled Bφ. The magnetic field component
in the azimuthal direction, called the poloidal field, Bθ,
serves to counteract the various forces on the plasma due to
field curvature and gradient that cause particle drift towards
the vessel wall. Following a given field line a number of
times around the torus a closed flux tube is mapped, a so
called magnetic-flux surface. These surfaces mark points of
constant poloidal magnetic flux [1], a collection of such
points along the plasma radius is called the poloidal magnetic
flux profile, labeled ψ in this work.

The design of an efficient, economically viable tokamak
machine will require the development of what’s called an
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advanced tokamak (AT) scenario. The scenario is character-
ized by an optimization of various plasma parameter profile
shapes. Investigations have shown that careful control of
some plasma profiles, such as the poloidal magnetic flux
profile (ψ-profile), can help stabilize the plasma while reduc-
ing transport and enhancing non-inductive current sources
necessary for steady-state operation [2], [3], [4] (’profile’
refers to the shape that a plasma variable takes as a function
of the minor radius, r (see Fig. 1)). AT scenarios require
high βN , a key performance parameter which is defined
as the normalized ratio between the internal plasma kinetic
pressure and the external pressure of the confining magnetic
field. The βN parameter represents a measure of efficiency of
confinement since it defines how much magnetic confining
pressure is required to maintain a particular plasma kinetic
pressure. This work attempts to model and control the
coupled evolution of the ψ and βN .

System identification (data-driven modeling) using exper-
imental data has been used to model profile dynamics in
ASDEX Upgrade [5]. In the JET tokamak [6], a two-time-
scale linear model has been used to describe the dynamics of
the magnetic and kinetic profiles around certain quasi-steady-
state trajectories, where system matrices can be identified
from experimental data. Our previous work [7] considered
system identification of a low order model of the poloidal
flux profile in DIII-D. This work builds upon the previous
modeling procedure and extends the model to span the full
profile by projecting the measured data onto a low order
subspace and limiting identification to the main response
dynamics. Moreover, the model is augmented to include the
effects of off-axis neutral beam injection, beams that are
directed at an angle to the plasma axis, where previously
all neutral beams were aligned for on-axis injection.

The aim of the paper is to develop an input-output re-
sponse model and a real-time feedback controller, for the
magnetic profile dynamics and βN in response to the neutral
beams injectors (NBI), electron cyclotron current/heating
(EC) H&CD, and the plasma loop voltage during H-mode
scenarios in DIII-D. This paper is organized as follows;
Section II describes the model structure, available actuators,
data collection, and system identification procedure. Based
on the obtained linear model an optimal feedback integral
controller is designed in Section III to regulate the ψ-
profile and βN around a desired target in the presence of
disturbances. Experimental results on DIII-D are presented
in Section IV and conclusions made in Section V.





choose to identify a model with order 3, the first three
singular vectors, W1, W2, and W3, would form the subspace
basis. Thus, the data used for identification would capture
the dominant characteristics of the system in steady state. A
reduced order model of the form

Ẋ(t) = AsX(t) +Bsu(t) (5)

is then sought by system identification, where X(t) repre-
sents the reduced order states, determined by

X(t) =
[

W1 W2 W3

]T
ψ(t) ! WT

s ψ(t). (6)

Once As and Bs have been identified, the system output
equation which maps the states, X(t), to the 9 discrete
points, ψ(t), is assumed to be ψ(t) = WsX(t).

B. Model identification procedure

In prior work [7], a model was determined for the ψ-
profile at 5 discrete points (ρ̂ = [0.2, 0.4, 0.5, 0.6, 0.8]),
from this model we obtain an initial estimate of the static
gain matrix (2) necessary to begin the identification process.
The model is then identified using a step-wise approach,
meaning parts of the model are identified in one step, then
held constant to identify other parts of the model, iterating
back and forth until a suitable model is determined. The
identification experiments, alternatively referred to as shots,
used to generate the model were organized into various
groups; one group for shots with little modulation, and one
group for each set of shots with modulation in just one of the
actuators. We start with the low modulation group to identify
the free dynamics of the system, i.e. the matrix As. Once
the As matrix is determined, we identify the Bs matrix one
column at a time using shots with only one modulated input
corresponding to that Bs column. Then the static gain matrix
is updated and the subspace basis is updated for subsequent
iterations.

The identification process is carried out using the predic-
tion error method [11] which calculates the matrices As and
Bs by minimizing the norm VN (As, Bs) =

1

N

∑N
k=1

ε2(k),
where ε(k), called the prediction error, is the difference
between the measured output and the predicted output at
discrete time k. We begin the identification considering only
the data without off-axis NBI. To begin the identification
of As, a model and subspace of order 1 was chosen to
identify the smallest eigenvalue, i.e. the longest characteristic
time of the system. This eigenvalue was then held constant
and the model order was increased to 2 to identify the
next eigenvalue, this process was repeated up to order 4
using the shot group with low input modulation. Then
we began with identification of the Bs matrix using the
appropriate shot group for each column, while holding the
eigenvalues of As constant. The identified model was found
to have characteristic times of 5.88, 2.38, 1.05, and 0.19
seconds. This means that model orders above 4 have very
fast transients with time constants less than 0.19 s, therefore
they will not contribute much to the control design and a
model of order 4 should be sufficient.

The off-axis NBI deliver a different current drive dis-
tribution from that of the on-axis co-injection beams used
to identify the model, therefore they must be considered
as a new actuator group. To account for this effect an
additional column was added to the Bs matrix using various
experiments from the early 2012 campaign with similar
plasma scenarios to that of the open-loop system identifi-
cation experiments carried out in 2009. Fig. 2(a) displays
an example of the typical fit between the experimental data
and the identified model for shot 140094, which included
modulation of the NBI power, the EC power, and the external
surface loop voltage.

For control purposes it is preferable to have a model that
spans the whole profile without an output equation, i.e. one
in which the states represent the 9 discrete points of ψ and
the outputs are identically the states. The full order model
can be achieved by using the subspace basis to expand As

and Bs while imposing arbitrarily, large stable eigenvalues to
the new eigenstates whose dynamics have not been identified.
We refer to the new state equation matrices as A and B:

A = WsAsW
T
s , B = WsBs. (7)

At this point we have obtained a state equation for the
ψ-profile of order 9 with 6 inputs, but have yet to consider
βN . The matrices CβN

and DβN
of (1) are estimated in a

similar manner as As and Bs, first using the shots little input
modulation to identify Cs and then identifying Ds column by
column using shots with the corresponding input modulated.

The static gain matrix (2) of the identified model can
be represented as in Fig. 2(b). In the figure, the steady-
state response of the poloidal flux to unitary changes in the
various inputs is plotted. The surface loop voltage has the
greatest effect in manipulating the profile, the co-injection
and counter-injection beams are the second most powerful,
affecting the profile in different directions. The contradictory
affects of co-injection and counter-injection beams agree
with prior experiments considering neutral beam injection at
different trajectories [12]. Both the balanced-injection beams
and the gyrotrons lead to a small increase in the magnetic
profile. The off-axis co-injection beam has a similar effect to
the on-axis co-injection beam with the exception of reduced
gain on the interior of the profile.

III. CONTROL SYSTEM STRUCTURE

A. Control System Structure

The design of an optimal controller with integral action
based on the linear data-driven model identified in Section II
is presented in this section. The control algorithm is broken
down into two steps: (1) decouple the system and reduce the
system to the most relevant control channels (Section III-B)
and (2) design the optimal controller based on the reduced
system (Section III-C).

The particular plant model under consideration, labeled P ,
is of the form

P :

{

ẋ = Ax+Bu
y = Cx+Du

(8)
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Fig. 5. Shot 150752: The green dashed line represents the target profile and associated feed-forward inputs. The blue line represents the control requested
inputs during experiment and the measured ψ-profile at ρ̂ = [0.1, 0.3, 0.5, 0.7, 0.9] and βN .

during the experiment, so, the option to use balance injection
was not available. The controlled actuators are the on-axis
co-injection, off-axis co-injection, on-axis counter-injection
neutral beams, the total EC power, and the surface loop
voltage. The ψ-profile+βN controller took over at t = 1 s
and effectively regulated the ψ-profile around the target
profile and drove βN to the target value. The NBI powers,
particularly the counter NBI, are driven up from the feed-
forward values to boost the βN while the Vsurf value is
reduced to balance the increasing beam powers and maintain
tight profile regulation. However at t = 3.5 s the shot
incurred significant magneto-hydro-dynamic activity in the
form of a neoclassical tearing mode (NTM). This unfortunate
event instigated a controlled termination of the plasma at
t = 3.5 s. The NTM was most likely caused by the large
ramp-up in the co-injection neutral beam power required to
achieve the high βN value.

V. SUMMARY AND CONCLUSIONS

A simplified linear model for the evolution of the poloidal
magnetic flux profile as well as βN in the DIII-D tokamak
was obtained based on a semi-interactive system identifica-
tion method. Reasonable model prediction of the magnetic
profile evolution in response to modulations in the on-
axis and off-axis neutral beam injector power, the total
gyrotron power, and the surface loop voltage was achieved.
An optimal feedback controller with integral action was
proposed for tracking a desired target profile and maintaining
plasma pressure. During experiment good profile tracking
was observed, however, the required large neutral beam
powers initiated an NTM, which creates an interest for
simultaneous profile and NTM control [15].
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