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Abstract— First-principles predictive models based on flux-
averaged transport equations often yield complex expressions
not suitable for real-time control implementations. It is however
always possible to reduce these models to forms suitable
for control design while preserving the dominant physics of
the system. If further model simplification is desired at the
expense of less model accuracy and controller capability, data-
driven modeling emerges as an alternative to first-principles
modeling. System identification techniques have the potential
of producing low-complexity, linear models that can capture
the system dynamics around an equilibrium point. This paper
focuses on the control of the poloidal magnetic flux profile
evolution in response to the heating and current drive (H&CD)
systems and the total plasma current. Open-loop data for model
identification is collected during the plasma current flattop in
a high-confinement scenario (H-mode). Using this data a linear
state-space plasma response model for the poloidal magnetic
flux profile dynamics around a reference profile is identified.
The control goal is to use the H&CD systems and the plasma
current to regulate the magnetic profile around a desired target
profile in the presence of disturbances. The target profile is
defined close enough to the reference profile used for system
identification in order to stay within the range of validity
of the identified model. An optimal state feedback controller
with integral action is designed for this purpose. Experimental
results showing the performance of the proposed controller
implemented in the DIII-D tokamak are presented.

I. INTRODUCTION

To initiate a fusion reaction on earth, temperatures on the
order of 107−109 K are required to overcome the Coulomb
repulsion between nuclei. The conventional fusion plasma,
i.e., a hot gas of hydrogenic ions and electrons, must be
confined by magnetic fields because the high temperatures
would otherwise melt the confining structure. The ionized
particles are tied to the magnetic field lines by the Lorentz
force, limiting their motion to a helical path along the field
lines, progressing linearly while gyrating in a circular orbit
around the field lines. A magnetic field is thus capable of
restricting the particle motion perpendicular to the field but
does not prevent motion along the field lines. To limit the
confinement to a bounded volume, the common solution is
to close the magnetic field lines in on themselves, forming
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a torus. As shown in Fig. 1, the primary field component is
the toroidal field Bφ. While moving along the field lines, the
particles experience forces due to the curvature and gradient
of the magnetic field causing outward drift and degrading
confinement. This catastrophic effect can be avoided by
twisting the field lines into a helical shape by adding a
poloidal field component Bθ. A tokamak is a toroidal device
in which the poloidal magnetic field is created by a toroidal
current Ip flowing through the plasma. Following a given
field line a number of times around the torus a closed flux
tube is mapped, a so called magnetic-flux surface. Surfaces
pertaining to different field lines form a set of nested surfaces
around the torus axis. These surfaces are constant poloidal
magnetic flux surfaces, where the poloidal magnetic flux
at a point P in the (R,Z) cross section of the plasma is
defined as the total flux through a circular surface centered
on and perpendicular to the Z-axis and bounded by the
toroidal ring passing through P [1]. Investigations have
shown that careful control of some plasma profiles, including
the poloidal magnetic flux profile, can help stabilize the
plasma while reducing transport and enhancing non-inductive
current sources necessary for steady-state operation [2], [3],
[4] (we understand by profile the shape that a plasma variable
takes as a function of the minor radius r (see Fig. 1)).

Mathematical modeling of plasma transport phenomena
with sufficient complexity to capture the dominant dynamics
is critical for plasma control design. Transport theories
(classical, neoclassical and anomalous) even under restrictive
assumptions, produce strongly nonlinear models based on
partial differential equations (PDEs). The complexity of these
first-principles models needs to be reduced for control design
since it is very challenging, if not impossible, to synthesize
compact and reliable control strategies based on these com-
plicated mathematical models. During this control-oriented
model reduction process there is always a trade-off between
the simplicity of the model and both its physics accuracy
and its range of validity, which will of course be reflected
in the model-based controller performance and capability.
First-principles modeling provides however the freedom of
arbitrarily handling this trade-off and deciding on the level
of simplicity, accuracy and validity of the model. If model
simplicity is preferred over model accuracy and range of
validity, data-driven modeling techniques, including system
identification [5] and data assimilation [6], emerge as an
alternative to first-principles modeling and have the potential
to obtain low-complexity, linear, dynamic models useful for
the design of local regulators around an equilibrium.
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Fig. 1. Magnetic fields of a toroidal confinement system.

Data-driven modeling techniques have been successfully
used in the past to model plasma transport dynamics for
active control design in nuclear fusion reactors [7]. System
identification using input/output data has been used to model
the current profile dynamics in ASDEX Upgrade [8]. In
the JET tokamak [9], a two-time-scale linear model has
been used to describe the dynamics of the magnetic and
kinetic profiles around certain quasi-steady-state trajectories,
where system matrices can be identified from experimental
data. In low confinement (L-mode) discharges of the JT-60U
tokamak [10], diffusive and non-diffusive coefficients of the
momentum transport equation of the toroidal rotation profile
dynamics have been estimated from transient data obtained
by modulating the momentum source.

This paper aims at developing an input-output response
model, as well as a real-time feedback controller, for the
magnetic profile dynamics (poloidal flux ψ relative to the
boundary value) during H-mode scenarios in DIII-D. A linear
time-invariant model is obtained using a system identifica-
tion procedure described in Section II. As a result of this
procedure, a model relating the poloidal magnetic flux profile
to the neutral beams injectors (NBI), electron cyclotron (EC)
H&CD, and the plasma current is obtained. Based on the lin-
ear model an optimal feedback integral controller is designed
in Section III to regulate the ψ-profile around a desired target
in the presence of disturbances. Experimental results on DIII-
D are presented in Section IV. Finally, conclusions are stated
in Section V.

II. SYSTEM IDENTIFICATION ON DIII-D
By taking the average over the magnetic flux surfaces,

plasma transport equations can be represented by one di-
mensional nonlinear parabolic PDEs whose variables are
dependent on both time t and the normalized radius ρ̂. The
PDEs can be linearized around given trajectories as

∂x(ρ̂, t)

∂t
= A(ρ̂)x(ρ̂, t) + B(ρ̂)u(t) +K(ρ̂, t)e(ρ̂, t), (1)

where x(ρ̂, t) represents the collection of physical variables,
e.g., the poloidal magnetic flux relative to the flux at the
boundary, ψ(ρ̂, t), in this work. The variable u(t) represents
the external control inputs including the total electron cy-
clotron power (EC) from all the gyrotrons, the neutral beam
injection (NBI) power, and the plasma boundary surface

loop voltage (Vext) or alternatively the plasma current (Ip).
The variables A(ρ̂), B(ρ̂), and K(ρ̂) are infinite dimensional
operators. The system outputs y(ρ̂, t) can be measured via
various diagnostic systems

y(ρ̂, t) = C(ρ̂)x(ρ̂, t) + e(ρ̂, t), (2)

where C(ρ̂) is the observation operator and e(ρ̂, t) is the
observation noise field. The infinite dimensional system can
be approximated by projecting the distributed variable y(ρ̂, t)
onto a Galerkin basis function space [11]. After the spatial
discretization is achieved, the lumped parameter version of
the infinite-dimensional state-space model (1)-(2) reads as

dX(t)

dt
=AX(t)+Bu(t)+Ke(t);Y (t)=CX(t)+e(t), (3)

where X(t), Y (t) are discrete-point vectors. Then we seek a
least squares fit of the discrete model to experimental data.

To collect data for system identification a number of
discharges of an advanced tokamak (AT) scenario (i.e., at
high plasma pressure relative to the magnetic field pressure)
were run with identical ramp-up phases [12]. Available
neutral beam injectors and gyrotrons (EC power sources)
were grouped to form, together with Vext, five independent
actuators: i- co-injection beam power (PCO) ii- counter-
injection beam power (PCNT ) iii- balanced-injection beam
power (PBAL) iv- total EC power from all gyrotrons in
a fixed off-axis current drive configuration (PEC), and v-

Vext. All actuators were modulated individually in open loop
according to predefined waveforms while the other actuators
were kept constant and equal to those values used to produce
the reference discharge.

System identification for the poloidal flux profile ψ(ρ̂, t)
was carried out for discrete points computed at normalized
radii ρ̂ = 0.2, 0.4, 0.5, 0.6, and, 0.8, in the time window t =
[2.6, 5.2] s. Although the system identification experiments
were carried out in the loop voltage control mode, we have
adopted the plasma current as system input instead of the
loop voltage during the system identification procedure. We
have decided to use the plasma current as a control input over
the loop voltage simply because the DIII-D control system
can provide far more accurate regulation of the plasma cur-
rent. Fig. 2(a) shows a typical fit between the experimental
data and the prediction by the identified model. The model
prediction fits well all the shots, including those not used
in the identification process such as shot 140094, which
included modulation of all the actuators except the balanced-
injection beam power. The fit between the original Y (t) and
reconstructed Ym(t) data is characterized by the parameter
f = 1 −

��N
k=1[Y (t)−Ym(t)]2�N

k=1[Y (t)−�Y �]

�
, where f = 1 (100%) is a

perfect fit and f = 0 corresponds to a reconstructed data set
equal to the mean of the measured data, �Y �.

Because we are interested in the slow dynamics (diffusion
time-scale) of the magnetic variable ψ, the fast dynamics
of both the inputs and ψ-profile were filtered out using
Fast-Fourier Transform with a cut-off frequency of 4 Hz
before identifying the model. The identification shots used
to generate the model were then organized into various
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Fig. 2. Left: Comparison between measured (blue line) and estimated (red dash) of the ψ-profile (Wb) at ρ̂ = 0.2, 0.4, 0.5, 0.6, and, 0.8 for DIII-D shot
140094. Right: Model steady-static gain matrix (static gain matrix). Each column represents the variation of the ψ-profile corresponding to a unit positive
step variation of a given input. The powers are PCO (MW), PCNT (MW), PBAL (MW), PEC (MW), and Ip (0.1 MA).
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Fig. 3. Feedback scheme with SVD.

groups; one group for shots with very little modulation,
and one group for each set of shots with modulation in
just one of the actuators. The identification was then carried
out in a stepwise fashion using the various shot groups to
carry out the steps, following a procedure similar to that
described in [12]. First, an initial estimation of the A matrix
was determined using the shot group with very little or no
modulation so that the slowest eigenmodes of the system
could be estimated. Holding these eigenmodes constant, the
columns of the B matrix were estimated in subsequent steps,
one column at at time, using the shot group with modulation
in the actuator corresponding to that column. The estimation
process was carried out using the prediction error method [5]
which calculates the matrices A and B by minimizing the
norm VN (A,B) = 1

N

�N

k=1 �
2(k), where �(k), called the

prediction error, is the difference between the measured
output and the predicted output at discrete time k.

The static gain matrix, Ksg = −CA−1B, of the identified
state space model can be represented as in Fig. 2(b). In
the figure, the steady-state response of the poloidal flux to
unitary changes in the various inputs of the model is plotted,
where the powers are expressed in MW and the current in
units of 0.1 MA. The plasma current is the most capable ac-
tuator in adjusting the magnetic profile in absolute terms. The
co-injection and counter-injection beams are the second most
powerful, affecting the profile in different directions. The
contradictory effects of co-injection and counter-injection
beams agree with prior experiments considering neutral beam
injection at different trajectories [13]. Both the balanced-
injection beams and the gyrotrons lead to a small increase
in the magnetic flux profile.

III. CONTROL SYSTEM STRUCTURE

A. Control System Structure

The design of an optimal controller with integral action
based on the linear data-driven model identified in Section II
is presented in this section. The control algorithm is broken
down into two steps: (1) decouple the system and reduce the
system to the most relevant control channels (Section III-B)
and (2) design the optimal controller based on the reduced
system (Section III-C).

The particular plant model under consideration, labeled P ,
is of the form

P :

�
ẋ = Ax+Bu
y = Cx

(4)

where the model states represent the ψ-profile at the chosen
discrete points and the output measurements y are identically
the model states, i.e., C = In. The vectors x(t), u(t), and
y(t) are n-, m-, and p-order, state, control and output vectors,
respectively.

B. Singular Value Decomposition

Singular value decomposition (Fig. 3) is employed to de-
couple the system and determine the most significant input-
output channels for tracking. Provided the closed loop system
is internally stable, the steady-state input-output relation can
be described by the static gain matrix, Ksg = −CA−1B,

ȳ = Ksgū, (5)

where (̄·) denotes the steady-state value. Consider the singu-
lar value decomposition of the weighted static gain matrix

K̃sg = Q1/2KsgR
−1/2 = UΣV T (6)

where Σ = diag(σ1, σ2, ..., σm) ∈ Rm×m for m ≤ p, U ∈
Rp×m, V ∈ Rm×m, and σi are the individual singular values
with σ1 > σ2 > ... > σm. The positive definite matrices
Q ∈ Rp×p and R ∈ Rm×m are introduced to weight the
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Fig. 4. LQR control configuration with integral action and reference input.

tracking error and steady-state control effort, respectively.
Then the steady state output relation can be expressed as

ȳ = Q−1/2K̃sgR
1/2ū = Q−1/2UΣV TR1/2ū. (7)

The columns of the matrix Q−1/2UΣ define a basis for
subspace of obtainable steady state output values. Therefore
the components of the output signal that are achievable can
be defined as

z̄ = Σ−1UTQ1/2ȳ � Ky ȳ. (8)

Similarly, the components of the reference that are trackable
can be expressed as

r̄∗ = Σ−1UTQ1/2r̄ = Ky r̄. (9)

Making use of equations (5), (6) and (8)

z̄ = Σ−1UTQ1/2ȳ

= Σ−1UTQ1/2Q−1/2UΣV TR1/2ū (10)
= V TR1/2ū � K−1

u ū.

If we define w̄ = V TR1/2ū = K−1
u ū then we will have

reduced the steady-state plant to a one-one relationship
between inputs and outputs, i.e.,

z̄ = w̄. (11)

which represents a square m×m decoupled system. Let us
define the steady-state performance index as

J̄ = lim
t→∞

eT (t)Qe(t) = ēTQē, (12)

where ē is the steady-state tracking error, which can now be
rewritten as

ē = r̄ − ȳ = Q−1/2UΣ(r̄∗ − z̄) (13)

and substituted into (12), resulting in the performance index

J̄ = (r̄∗ − z̄)TΣ2(r̄∗ − z̄) =
m�

i=1

σ2
i (r̄

∗
i − z̄i)

2. (14)

Clearly, the input-output channels associated with the largest
singular values are the most significant when minimizing J̄ .
Considering only the largest singular values and ignoring
the others by reducing the system appropriately we can
significantly reduce the control effort necessary to reach
the steady-state target profile without substantial increase in
the steady-state error [14]. The system is reduced to these
important channels and the others are ignored. The reduction
is carried out using the following partitions:

U = [Us Uns], V = [Vs Vns],

Σ =

�
Σs 0
0 Σns

�
≈

�
Σs 0
0 0

�
,

(15)
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Fig. 5. Overall feedback scheme.

where s stands for significant and ns stands for non-
significant. Then, from (7), we can approximate

ȳ = Q−1/2UΣz̄ ≈ Q−1/2UsΣsz̄ � K−1
y,s z̄, (16)

w̄ = V TR1/2ū ≈ V T

s R1/2ū � K−1
u,sū. (17)

Defining z = Ky,sy and u = Ku,sw, we can write

z = Ky,sPKu,sw � P̃sw, (18)

where we have used the fact that y = Pu, Ky,s =
Σ−1

s UT
s Q1/2 and Ku,s = R−1/2Vs. The reduced plant is

characterized by the state space representation

P̃s :

�
ẋ = Ãx+ B̃w
z = C̃x

(19)

where Ã = A, B̃ = BKu,s and C̃ = Ky,sC.

C. Optimal State Feedback Controller

The control design considers an optimal state feedback
controller with integral action added as shown in Fig. 4 to
remove the steady-state error. Here the control error r̄∗−z is
integrated and the controller is designed for the augmented
plant with the integrator states. Adding the integrator states,
xI =

�
r̄∗ − z, to the reduced plant P̃ , the augmented plant

(Â, B̂) can be expressed as:

˙̂x =

�
0 −C̃
0 Ã

�
x̂+

�
−D̃
B̃

�
w +

�
1
0

�
r̄∗ (20)

with augmented states x̂ =

�
xI

x

�
.

The task of the control synthesis is to find the optimal
control law w(t) = f(x̂(t)) which minimizes the cost
functional

J = lim
T→∞

1

T

� T

0

�
x̂T Q̂x̂+ wT R̂w

�
dt, (21)

where Q̂ is a n × n symmetric positive-semidefinite matrix
and R̂ is a m ×m symmetric positive-definite matrix [15].
The solution to this linear quadratic regulator problem (LQR)
can be written in terms of the simple state feedback law

w(t) = −Krx̂(t) (22)

where Kr is a constant matrix independent of plant noise,
given by

Kr = R̂−1B̂TX, (23)

where X = XT ≥ 0 is the unique positive-semidefinite
solution of the algebraic Riccati equation

ÂTX +XÂ−XB̂R̂−1B̂TX + Q̂ = 0. (24)
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Fig. 6. Shot #146456: The blue dashed line represents the reference profile and associated inputs. The red and green lines represent the requested inputs
and measured ψ-profile. The red portion denotes a period of no feedback. The black dotted line represents the actual delivered inputs.

We choose Q̂ such that only the integrated states
�
r̄ − y

are weighted, which gives Q̂ =

�
In 0
0 0

�
, and we choose

R̂ = αIm, with α > 0. Note that only the ratio between R̂
and Q̂ affects the minimum of the cost function, reducing R̂
yields a faster response with more control energy.

The control configuration of Fig. 4 can be re-expressed in
the form of Fig. 5 to determine the overall controller. The
result is the two degree of freedom controller K̃. Using the
relation

w = −Kr

�
xI

x

�
�

�
−KI −KP

� �xI

x

�
, (25)

and absorbing the integrator, K̃ can be written as

K̃ :






ẋI = 0xI +
�
Ky,s −Ky,s

� �r̄
y

�
,

u = −Ku,sKIxI −Ku,s

�
0 KP

� �r̄
y

�
,

(26)
where KI is the state feedback matrix for the integrated
states and KP is the state feedback for the original states.

IV. EXPERIMENTAL RESULTS

Using the identified model of Section II, the proposed
optimal control law synthesized in Section III was put to
the test in experiments on DIII-D. The first two singular
values are found to be the most significant and the system
is reduced to 2 × 2 in the singular value decomposition.
The weight Q̂ is selected such that only the integrator
states are weighted in the control design and α is selected
such that the system reacts sufficiently quickly without too
much overshoot. During the experiment the device was setup

to reproduce the initial ramp-up profile of the reference
discharge used in section II for system identification.

Some tuning was done in simulation and eventually the
SVD weighting matrices were selected as Q = diag{10},
R = diag {100, 1, 1, 1, 1} . This first value of 100 for R was
selected to reduce the control effort applied to the plasma
current, this large value was chosen to make sure the actuator
did not bounce between saturation limits in simulation. The
multiplier α was set to 0.01 for the controller weight R̂.
Fig. 6 shows the resulting inputs and outputs (ψ-profile
evolution) of the experimental shot #146456. From 2.5 to
3.5 s the control performs well, holding the ψ-profile tight
with the desired target. It is also clear from Fig. 6(a) that the
controller is indeed functioning, the actuators are moving
significantly and not just following the feed-forward values
of the reference discharge. At 3.5 s an input disturbance
(0.15MA on Ip, 0.2MW on PCO, 0.2 MW on PBAL, and
0.13 MW on PEC) is applied through the PCS (denoted by
ud in Fig. 5) and the feedback is turned off for 0.5 s to allow
the disturbance to perturb the system. At 4 s the feedback is
turned back on at which point the controller quickly reacts
to the disturbance. However, after 4 s the delivered Ip fails
to follow the requested value, i.e., the black dots remain
around 1.1 while the requested value is around 0.9. This
problem was due to a wrong setup in the Ip dedicated current
controller. The error in Ip then causes the ψ-profile to further
diverge from the desired target. It is quite clear, however, that
the controller is moving the neutral beams and the gyrotron
powers in the correct direction; saturating the co-current
and balanced beams and the gyrotrons at zero power, and
saturating the counter-current beam at maximum power, all
of which are desired to decrease the profile values.
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Fig. 7. Shot #147705: The blue dashed line represents the reference profile and associated inputs. The green line represents the requested inputs and the
measured ψ-profile. The black dotted line represents the actual delivered inputs.

In the second experiment the large weight on Ip used
in R was reduced to 10, i.e., R = diag {10, 1, 1, 1, 1},
Q = diag{10}. In addition, α was increased to 0.1.
The experimental implementation of this controller in shot
#147705 is illustrated in Fig. 7. A disturbance of −0.1 MA
is added to Ip at t = 3 s and disturbances of 1 MW
and 0.5 MW are added to the co-injection beams and the
counter-injection beams, respectively, at t = 4.5 s. There is
no significant discrepancy between requested and delivered
inputs throughout the discharge, with the exception of a
small offset in requested PEC . The control performance is
rather sluggish, probably due to the reduction in α. The ψ
profile fall below the target value after the disturbance in
Ip is introduced at t = 3 s. The controller reacts to this
induced tracking error but producing an overshoot that is
not corrected until the end of the discharge when the ψ
profile seems to converge back to the target value. More
experimental time seems to be necessary to appropriately
tune the controller weights and gains.

V. CONCLUSIONS

A simplified linear model for the evolution of the poloidal
magnetic flux profile in DIII-D was obtained based on system
identification methods. Reasonable model prediction of the
magnetic profile evolution in response to modulations in
the neutral beam injector power, the total gyrotron power,
and the plasma current was achieved. An optimal feedback
controller with integral action was proposed for tracking
a desired target profile. Sufficient profile control in the
presence of disturbances was verified in simulations and
encouraging preliminary results were obtained in experiment.

It is suspected that improved closed-loop performance can be
achieved by further tuning of the control parameters.
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