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Abstract— Turbulence, and turbulence-driven transport are
ubiquitous in magnetically confined plasmas, where there is
an intimate relationship between turbulence, transport, desta-
bilizing mechanisms like gradients and currents, and stabiliz-
ing mechanisms like shear. Active control of fluctuations via
manipulation of flow profiles is investigated in a magnetized
laboratory plasma device (HELCAT). Measurements of the
azimuthal velocity are assumed available at several radial points
within the plasma and E⇥B flow profiles are controlled via
biased ring electrodes. An optimal control algorithm is proposed
in this work to reproduce as closely as possible a prescribed
desired radial azimuthal velocity profile. The effectiveness of
the controller is analyzed via numerical simulations.

I. INTRODUCTION

Various magnetic confinement devices have been gener-
ated so far to carry out wide range of plasma experiments in
laboratory environment. Plasma processes usually span wide
range of parameters covering several orders of magnitude in
density, temperature and magnetic field strength. However,
laboratory experiments are in general limited by the range
of parameter space the plasma generation mechanism can
access. Considering these limitations, the HELCAT (Helicon-
Cathode) device (Fig. 1) has been designed and built to ac-
cess a wide range of parameters in a modest-scale laboratory
device [1]. One of the objectives of HELCAT is to establish
the feasibility of using advanced control algorithms to con-
trol cross-field turbulence-driven particle transport through
appropriate manipulation of radial plasma flow profiles [2].

Though many of the detailed physics of the interrelation-
ship between turbulence, transport drive mechanisms and
flow remain unclear, there is clear experimental evidence
in both fusion and laboratory plasmas that transport and/or
turbulence can be suppressed or reduced via shaping of
plasma flow profiles (flow shear) [3], [4]. Several theories
were proposed to explain this phenomenon. Currently, the
most accepted cause for transport mitigation is the reduction
and/or stabilization of turbulence by sheared E ⇥ B flow
profiles [4]. In the HELCAT device, the E ⇥ B flow (or,
azimuthal flow, V

✓

) is generated by the azimuthal force
created by the interaction of the axial magnetic field (B) due
to the magnets surrounding the plasma column and the radial
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Fig. 1. The HELCAT device at University of New Mexico.

Fig. 2. Azimuthal flow in a magnetized plasma column [5].

electric field (E
r

) imposed by the set of biased concentric
ring electrodes that terminate the plasma column (Fig. 2).

In previous work by the authors, a multi-parameter,
extremum-seeking, adaptive controller has been designed
to mitigate the plasma fluctuations in HELCAT [2]. This
previous result is extended in this work by designing an
optimal controller that achieves an azimuthal flow profile as
close as possible to a prescribed target profile. Measurements
of the azimuthal flow velocity are assumed available at
several radial points within the plasma. The resulting optimal
control problem is addressed by using the extremum seeking
algorithm [6] with a cost functional that represents the error
between actual and target azimuthal flow profiles.

This paper is organized as follows. The HELCAT plasma
device is briefly described in Section II. The transport
model implemented in the predictive code for HELCAT is
introduced in Section III. The proposed extremum seeking
algorithm is introduced and results of some numerical sim-
ulations are provided in Section IV. Finally, the paper is
ended by a brief conclusion and a statement of future goals
in section V.
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A Cu mesh grid anode is spaced approximately 10 cm in
front of the cathode, which places it 23 cm from the end of
the HelCat vacuum chamber. It is biased to VAK
!20–40 V relative to the cathode, drawing up to IA
=600 A "1–3 A /cm2, 250–350 A typical# of electron cur-
rent from the cathode to collisionally ionize the static neutral
gas prefill. The current feeds are arranged symmetrically to
try to provide a uniform field between anode and cathode.
Cathode sources can only be operated in pulsed mode, with
pulse lengths from 5–15 ms; this limitation is likely because
the diffusion time for the charge carriers across the cathode
coating is too slow to maintain the discharge. Recently in-
stalled is a second anode grid, which will be biased relative
to the first anode, to control the primary electron energy in an
attempt to manipulate the cathode plasma electron and ion
energy distributions.

Although this heater/cathode is based on the LAPD sys-
tem, the smaller diameter HelCat chamber has more severe
heat removal requirements due to the increased thermal ra-
diation density on the vessel walls. Thus, an extensive sys-
tem of water-cooled copper shielding inside and outside the
vacuum chamber is installed to prevent overheating of the
surrounding vessel. Internal heat shields are placed axially
behind the heater, and radially against the wall in the first 1
m of the chamber closest to the cathode. This has the unfor-
tunate consequence of limiting port access over the first
meter of the chamber. The heat shields are fabricated from
0.25 cm thick copper, cut and rolled to conform to the cham-
ber, with 0.64 cm "1/4 in.# inside diameter copper tubing
silver soldered to the cold side of the shield. The radial shield
is in two semicircular sections. In total the shields have
!20 m of tubing, and a water flow rate of !8 l /min "!2
gal/min# provides adequate cooling. It was found that even
small gaps !1 cm in the shielding of this first meter allowed
enough radiated heat through to cause unacceptably high
heating of the chamber. Additional external segmented heat
shields are placed against the outside of the chamber be-
tween the ports over the region between 1 and 2 m from the
cathode. These were added after the chamber in this area was
found to be unacceptably hot "!70 ° C#. The external shields
allow full port access, do not use internal chamber space, and
are sufficient in this region where the heat load is reduced.
Around the filament and cathode assembly itself are an ad-
ditional two layers of uncooled reflective heat shield. The
innermost layer is constructed from 77 "m thick Ni "chosen
for its high reflectivity in the infrared#, and forms a box

around the cathode and filament mounting plates, about 0.7
cm away "see Fig. 3#. These inner shields still have small
gaps, so a second set of shields, constructed from 77 "m
thick Cu, is placed !10 cm radially outside of the cathode/
heater assembly and is bolted to the water-cooled back plate.
This second set of shields was found to eliminate hot spots
near the end of the vacuum chamber due to direct radiation
from the filaments.

A moveable metal shutter protects the cathode from heli-
con plasma exposure when the cathode is not being operated.
A moveable metal mirror constructed from polished 316
stainless steel allows end-on viewing of the cathode from
side ports near the machine middle for temperature measure-
ments using an optical pyrometer.

C. Diagnostics

HelCat has an extensive and growing suite of plasma
diagnostics. These currently include electrostatic double and
triple probes for electron temperature, density, and floating
potential measurements "Te, ne, and Vf#.

12 A Mach probe
provides flow measurements. Flux probes provide a measure
of radial particle fluxes. A four-tip Reynolds stress probe
provides a measure of radial and azimuthal electric field,
from which fluctuation velocities can be inferred.13 B-dot
probes measure magnetic field fluctuations. A multielement
magnetic probe array14 can measure 3D magnetic field struc-
ture with subcentimeter resolution. Two microwave interfer-
ometers operating at 40 and 94 GHz provide line-integrated
densities; two frequencies are needed to cover the full
helicon/cathode operating range. Two high resolution spec-
trometers, with optical paths of 1 and 4 m, operating in the
visible to near-UV range, are available, along with an echelle
spectrograph used as a survey spectrometer. Also available
are two gated charge-coupled device cameras with 1.5 ns and
30 ms gating times. Laser induced fluorescence15 and a grid-
ded energy analyzer16 are planned for future upgrades.
Equipment for a 120 GHz collective scattering system is also
available. We are currently installing an automated probe-
drive system to allow for unattended experiments.

Data acquisition is via a personal computer running the
Linux operating system and LABVIEW software with several
data acquisition cards, both peripheral component intercon-
nect "PCI# and compactPCI "CPCI#. Operations parameters
as well as diagnostic data are stored in a format similar to
that used by the LAPD using in-house developed routines. A

FIG. 3. "Color online# Cathode source with major components labeled. The right photo shows a detail of the filaments.
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Fig. 3. Left: Helicon source during operation in helium. Center: Cathode source. Right: Copper concentric bias rings mounted on ceramic substrate.

Fig. 4. Schematic of HELCAT feedback control system.

II. A DESCRIPTION OF THE HELCAT PLASMA DEVICE

The HELCAT (Helicon-Cathode) linear plasma device at
University of New Mexico (UNM), shown in Fig. 1, consists
of a 4 m long, 50 cm diameter cylindrical stainless steel
vacuum chamber in two 2 m sections. Each section has
eight 10 in, twelve 8 in, and fourteen 3.375 in conflat type
ports providing excellent diagnostic access. Currently four
10 in gate valves and seven KF-40 differentially pumped
linear probe feedthroughs provide diagnostic access while
under vacuum. Magnetic fields are produced by a total of
thirteen water-cooled solenoidal magnetic coils (steady state
magnetic fields of up to 2.2kG at 500 A) [1].

HELCAT is a dual-source plasma device that makes use of
two different sources with different ionization mechanisms.
These are the helicon RF source and the thermionic cathode
sources located at the two ends of the vacuum chamber
(Fig. 3). The helicon source is usually characterized by
producing high density plasmas with peaked profiles and rel-
atively long discharge times. On the other hand, the cathode
source is capable of producing lower density plasmas with
broader profiles and shorter discharge times. Cathode sources
also generate hotter plasmas when compared to helicon
sources. Although each source can be operated separately,
with both sources acting simultaneously, it is possible to
operate HELCAT over a wide range of plasma collisionalities
(via changes in background neutral pressure).

A typical hardware configuration used for real-time mea-
surement and control in the HELCAT device is depicted in
Fig. 4 above. There are 6 concentric bias rings located at the
helicon end of the plasma column. The voltages of the bias
rings are control inputs for the control system to manipulate
the E ⇥B flow profiles. The configuration of the bias rings

are shown in Fig. 3. The rings are located on a ceramic
substrate and are separated by gaps of approximately 7 mm.
Ring radii are 3.0, 3.7, 4.4, 5.1, 5.9 and 6.6 cm. A set of four
400 W Kepco BOP-20-20M power operational amplifiers,
which can source or sink up to 20 A at 20 V with a 10
kHz/20 V slew rate, are available for fast ring biasing. Also,
several 12 V car batteries can be used to apply DC bias to
rings.

The real time controller hardware contains set of rack
mounted DTACQ ACQ196CPCI compact PCI digitizers (32
channels, 500 Ksamples/sec, 12 bits), with an on board
embedded Linux system. This system is controlled by a host
PC running Linux and Labview. For real time control, the
system is operated in “low latency” mode, which allows 32
inputs to be read, control decisions made, and outputs written
in 120 µs. [2].

III. TRANSPORT MODEL

Transport models are used to describe the qualitative re-
sponse of the plasma profiles to the actuators (concentric bias
rings) for a specified scenario. Recent models have included
neoclassical and turbulent transport processes as well as the
interplay between pressure gradients, flow generation, and
radial electric field shear. In this section, the transport model
developed by Newman, Lopez-Bruna et al [7] is introduced.
This model predicts the radial-temporal evolution of the
flux-surface averaged density, n(r, t), electron temperature,
T

e

(r, t), ion temperature, T

i

(r, t), axial velocity, V

z

(r, t, ),
azimuthal velocity, V

✓

(r, t), RMS fluctuation amplitude,
"(r, t), and radial electric field, E

r

(r, t), where r and t

respectively denote the radial and temporal variables.
The evolution of the density is governed by
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where s is the power deposition profile, which is modeled
by a flat-top radial profile, i.e.,
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where w

s

is the radial width of the source and S0 is the
cathode/helicon source. The term D

n

on the right hand side
of (1) is the total particle diffusivity, which includes both
neoclassical and turbulent effects. It is modeled by
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where D0 (collisional particle transport coefficient), D0b

(turbulent particle transport coefficient) and µprof (turbulent
transport profile modification) are all constants.

The evolution of the electron temperature, T

e

(r, t), and
the ion temperature, T

i

(r, t), are governed by the following
two partial differential equations (PDEs):
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where the electron and ion power sources (E0e and E0i,
respectively), the electron and ion normalization factors (T

e0

and T

i0), the ion-electron energy exchange factor, q

b

and
the normalized charge exchange flow damping factor, µ

cx

are all constants. The first terms on the right hand sides
of (4)-(5) represent the cathode electron and ion energy
inputs, respectively. The second terms reflect the summation
of conductive and convective energy fluxes. The third terms
are describing the ion-electron friction while the fourth
terms represent the ion-electron energy transport. Finally, the
additional last term on the RHS of (5) represents the charge-
exchange damping.

The axial velocity equation is
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where ↵

z

(the axial flow generation parameter), V
z0in (the

axial momentum input from the source) and µ (the flow
damping multiplier) are all constants and D

Vz is the diffusiv-
ity of the axial velocity. By definition, D

Vz = D

n

, where D

n

is given by (3). The first term on the right hand side of (6)
is related to the Reynolds stress flow generation, the second
term represents the axial momentum source from the helicon,
third term represents the charge-exchange flow damping and
the last term is related to the flux divergence of the axial
velocity.

The poloidal, or azimuthal, flow equation is
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where S

✓

is the azimuthal flow (momentum) source, D
V✓ is

the diffusivity of the azimuthal velocity, ↵
✓

is the azimuthal
flow generation parameter and f

ac

is the Reynolds stress
suppression term. Note that the azimuthal flow diffusivity,
D

V✓ , is modeled in the same way as the total particle
diffusivity, D

n

in (3), with D0 ten times greater, D0b fifty

times greater, and the same µ

prof

. The Reynolds stress
suppression term, f

ac

, is a function of the plasma radius
given by
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The evolution equation for the radial electric field is
governed by
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where ↵diag is the factor used to turn-off the diamagnetic ef-
fects on E

r

, ↵ is the normalization factor for the diamagnetic
terms and V

✓norm is the normalization factor for the azimuthal
flow.

Finally, the evolution of the RMS fluctuation is governed
by
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where " ⌘
p

< (ñ/n)

2
> (ñ is the density fluctuation), D

✏

is the diffusivity of the turbulence, which equals the total
particle diffusivity given in equation (3), � is the growth
rate factor given by

� = g�0⌫eiTe
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where g is the time normalization factor, �0 is the growth
rate multiplier and ⌫

ei

is the electron-ion collision rate. The
growth rate factor in (11) is defined based on the theory of
drift wave instabilities in helicon plasmas [8]. The turbulent
saturation factor, ↵

✏1 , normalization factor, ↵1, and the shear
suppression factor, ↵

✏2 , are all constants. The first term on
the right hand side of (10) represents the fluctuation drive
(growth rate), the second term is related to the nonlinear
energy transfer (saturation), the third term is the E ⇥ B

shear suppression, and the last term represents the diffusion
of fluctuations.

The actual control inputs for the HELCAT experiments
are the voltages of the biased concentric rings. Their effect
can be reproduced by using localized, Gaussian, momentum
sources in the predictive transport code. The azimuthal flow
source term is then governed by the following model:

S

✓

(r) =

6X

j=1

p

c

(j)exp
⇢
�[r

p

(j)� r]

2

2[w

pc

(j)]

2

�
, (12)

where p

c

(momentum source strengths), r
p

(radial positions
of the momentum source), and w

pc

(momentum source
widths) are all six dimensional arrays that describe the
characteristics of the gaussian momentum source.

The actual bias ring positions of the HELCAT device are
0.2, 0.24666667, 0.29333333, 0.34, 0.39333333 and 0.44 in
normalized radius w.r.t. the plasma radius. For p

c

(j) = 1

and w

pc

(j) = 0.028 8j = 1, ..., 6, the azimuthal momentum
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Fig. 5. Gaussian momentum sources.

source is shown in Fig. 5. The black curve represents the
total azimuthal flow source, S

✓

(r), while the individual
contributions of the bias rings are shown by the separate
curves plotted in color.

IV. EXTREMUM SEEKING OPTIMAL CONTROL

A. Fundamentals of the Extremum Seeking Algorithm

Extremum seeking can be applied in nonlinear problems
if the nonlinearity has a local minimum or maximum. The
origin of the nonlinearity may be due to the plant itself or
due to the control objective imposed on the plant in the form
of a cost functional of an associated optimization problem.
Therefore, extremum seeking is applicable either for finding
the set point that corresponds to the optimal output, or
for tuning the parameters of a feedback control law [6].
The former application is used in this paper to achieve a
target azimuthal velocity profile for the HELCAT device by
regulating the momentum sources provided by the concentric
bias rings.

In numerical studies, the to-be-optimized vector parameter
✓ consists of the azimuthal momentum source strengths,
p

c

(j), in (12). The value of the vector ✓ is changed sys-
tematically after each plasma “discharge.” In a simulation
environment, the term discharge refers to the integration
of the PDEs described in Section III. Since the variable
✓ is changed or tuned after each plasma simulation, it is
convenient to apply the discrete time version of the extremum
seeking algorithm [6], [9]. The implementation of the ex-
tremum seeking control scheme is depicted in Fig. 6, where
z stands for the Z-transform variable. The static nonlinear
block J(✓) in Fig. 6 represents in this work the accumulated
error between the target and achieved azimuthal velocity
profiles after each plasma run. Hence, the control objective
is to minimize J . The variable ✓

⇤ represents the minimizing
values of ✓, while J

⇤ represents the corresponding minimum
value of the cost function, J . Therefore, J⇤

= J(✓

⇤
).

The objective of the extremum seeking algorithm is then to
drive ✓�✓

⇤ to zero in order to drive J(✓) to its optimal value,
J

⇤ [6]. The variable ˆ

✓ in Fig. 6 represents the estimation of
the unknown optimal input ✓⇤. The probing signal a cos(!k),
which is added to the estimate ˆ

✓ and then fed into the
plant, yields a measure of the gradient information of the
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Fig. 6. Extremum seeking control scheme for discrete-time systems.

map J(✓). The role of the high-pass filter is to extract
only the perturbation in the cost functional J caused by the
perturbation in the ✓ parameter created by the probing signal.
The effect of the demodulation, cos(!k � �), is to reveal
only the component of the filtered perturbed cost functional
� having the same frequency ! as the probing signal. Finally,
the signal ⇠ is fed into the pure-integrator low-pass filter to
update the ✓ parameter in order to drive the cost functional
J to its minimum [9]. The discrete time extremum seeking
algorithm shown in Fig. 6 can be summarized as follows

�(k) = �h�(k � 1) + J(k)� J(k � 1) (13)
⇠(k) = �(k) cos(!k � �) (14)

ˆ

✓(k + 1) =

ˆ

✓(k)� �⇠(k) (15)
✓(k + 1) =

ˆ

✓(k + 1) + a cos(!(k + 1)). (16)

The high-pass filter, z�1
z+h

, is designed as 0 < h< 1, and
the modulation frequency ! is selected such that ! = ↵⇡,
0 < |↵| < 1, where ↵ is rational. It is important to select !
large in a qualitative sense when compared with the plant
time scale. The cut-off frequencies of the filters need to
be lower than the frequency ! of the probe signal. These
observations impose constraints and, at the same time, a
relationship between ! and h. As an additional constraint, !
should not equal any frequency present in the measurement
noise. The perturbation amplitude a needs to be small in
order to make the steady state output error also small. Given
a, the adaptation gain � of the low pass filter needs to be
small enough to preserve stability [6], [9].

In this case we are dealing with a multi-parameter ex-
tremum seeking procedure. Note that, as described in Sec-
tion II, only 4 power supplies are available in the actual
HELCAT machine. Hence, only four out of the six bias rings
can be controlled independently. Therefore, the extremum
seeking variables are defined to have 4 components given by
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The extremum seeking constants in Fig. 6 are diagonal
matrices given by
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For this application, we define the cost function as

J =
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where V

✓

⇤
(r) is the target azimuthal velocity profile at T =

250 ms and r

a

= 15 cm is the plasma radius. In each iteration
k of the extremum seeking procedure, we fix ✓(k) and obtain
direct or indirect measurements of the azimuthal velocity
profile at N points along the plasma radius, i.e., V

✓

(r

i

, T )

for i = 1, . . . , N . The definite integral in (17) can then be
discretized approximately as

J(k) = J(✓(k)) ⇡

vuut
NX

i=1

[V

✓

(r

i

, T )� V

✓

⇤
(r

i

)]

2
, (18)

Equation (18) is then fed into the extremum-seeking algo-
rithm, (13)-(16) to compute ✓(k + 1).

B. Numerical Simulations

The effectiveness of the proposed extremum seeking con-
troller is tested through numerical simulations using the
predictive transport code for HELCAT introduced in Section
III. For this purpose, a target azimuthal velocity profile
is generated by setting the azimuthal momentum source

strengths (p
c

) to the following arbitrary values:

p

c

= [�10 15 � 20 5 5 5]

T (19)

In the actual HELCAT device, only four out of the six bias
rings can be controlled independently. Hence, the extremum
seeking algorithm is designed to regulate only four source
strengths while the two additional source strengths are fixed
at the values associated with the target profile given in (19).
We define

✓ = [✓1 ✓2 ✓3 ✓4]
T

= [p

c1 p

c2 p

c3 p

c4]
T (20)

At each iteration k of the extremum seeking algorithm,
✓(k) is fixed and the associated cost functional J(✓(k))

is calculated using the simulated discharge. The extremum
seeking algorithm generates the actuator waveforms to drive
the azimuthal velocity profile close to the selected target
profile. Fig. 7(a) shows the target V

✓

profile together with
the profile achieved by the extremum seeking controller at
the end of the simulated discharge (250 ms simulation) after
100 iterations. The azimuthal velocity profile V

✓

flow is in
normalized (i.e., non-dimensional) form. Fig. 7(b) shows the
evolution of the cost functional, J(✓(k)), as a function of
the extremum seeking iterations. It is seen from Fig. 7(a)-
(b) that the extremum seeking controller tracks the target
profile after around 100 iterations as the cost functional
almost becomes zero. Fig. 7(c)-(f) show the evolutions of
the extremum seeking parameters, ✓

i

, for i = 1, . . . , 4,
which are the first four channels of the azimuthal momentum
source strengths. It can be noted from these figures that
the source strengths estimated by the extremum seeking
controller indeed converge to the values associated with the
target profile in (19).
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Fig. 8. (a) Target V✓ flow profile and actual profile achieved by the extremum-seeking controller (at t = 250 ms, for iteration 100). (b) Evolution of the
cost function, J(k). (c)-(f) Evolutions of the extremum seeking variables: ✓1 = pc(2), ✓2 = pc(3), ✓3 = pc(4), ✓4 = pc(5).

Another extremum seeking simulation study is performed
by generating the target azimuthal velocity profile using the
following values for the the azimuthal momentum source
strengths (p

c

):

p

c

= [10 � 2 10 � 10 0 5]

T (21)

In this case, the first and last input channels are fixed
while the inner four channels are regulated by the extremum
seeking controller, i.e., we define

✓ = [✓1 ✓2 ✓3 ✓4]
T

= [p

c2 p

c3 p

c4 p

c5]
T (22)

As can be seen from Fig. 8(b), the cost function is relatively
larger in magnitude when compared to the case with the
normalized V

✓

flow (Fig. 7(b)). This makes the tuning of
the algorithm more challenging. However, it is seen from
Fig. 8(a) that the extremum seeking controller is still effective
in matching the target profile after around 100 iterations.
Fig. 8(c)-(f) show the actuator waveforms, which show that
the source strengths estimated by the extremum seeking
controller converge to the values used for the generation of
the target profile and given in (21).

V. CONCLUSIONS

A four-parameter, extremum-seeking, adaptive controller
has been designed to find the control inputs (azimuthal
momentum strength sources) that are necessary to achieve
a target azimuthal flow profile in the HELCAT linear plasma
device. The controller parameters have been tuned using a
predictive transport code under development for HELCAT.
Based on the results of the numerical simulations, the control
algorithm is shown to be effective in shaping the azimuthal
flow profile in HELCAT. The goal is to implement the
extremum-seeking controller in the actual HELCAT device as

soon as the capability of measuring in real time the azimuthal
flow at different radial locations becomes available (a multi-
point probe is currently under development). The non-model-
based nature of the extremum controller is a clear advantage
when transitioning from simulation to experiment. When im-
plemented in HELCAT, the extremum-seeking controller will
regulate not the momentum strengths but the ring voltages.
Moreover, the controller will take into account constraints
on the control inputs (voltage rings), which were neglected
in this work.
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