Integrated Magnetic and Kinetic Control of Advanced Tokamak Scenarios Based on Data-Driven Models
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Abstract. The first real-time profile control experiments integrating magnetic and kinetic variables were performed on DIII-D in view of regulating and extrapolating advanced tokamak scenarios to steady state devices and burning plasma experiments. The integrated model-based approach that was used is generic and is being developed under the framework of the International Tokamak Physics Activity for Integrated Operation Scenarios. Device-specific, control-oriented models were obtained from experimental data and these data-driven models were used to synthesize integrated magnetic and kinetic profile controllers. Closed-loop experiments were performed for the regulation of (a) the poloidal flux profile, $\Psi(x)$, (b) the inverse of the safety factor profile, $\xi(x)=1/q(x)$, and (c) either the $\Psi(x)$ profile or the $\xi(x)$ profile together with the normalized pressure parameter, $\beta_n$. The neutral beam injection (NBI), electron cyclotron current drive (ECCD) systems and ohmic coils provided the heating and current drive (H&CD) sources. The first control actuator was the plasma surface loop voltage or current (i.e. the ohmic coil), and the available beamlines and gyrotrons were grouped to form five additional H&CD actuators: co-current on-axis NBI, co-current off-axis NBI, counter-current NBI, balanced NBI and total ECCD power from all gyrotrons (with off-axis current deposition). The control method was also applied on simulated ITER discharges using a simplified transport code (METIS).

1. Introduction

The development on ITER of hybrid and steady state operation scenarios with high neutron fluence implies the control of improved-confinement, high-$\beta$, high-bootstrap discharges. Such discharges are obtained in the so-called advanced tokamak (AT) operation scenarios in which an optimization of some plasma parameter profiles results in a large improvement in fusion performance, at reduced plasma current. A high-gain fusion burn could then be achieved with extended pulse length in a burning plasma device such as ITER, a major fraction of the toroidal current being self-generated by the neoclassical bootstrap effect. The ongoing research on AT scenarios is important for the development of a steady state tokamak reactor.

Without adequate profile control, AT plasmas are currently obtained in various devices empirically [1-3], and most of the time transiently or for durations that do not exceed the resistive diffusion time. The high plasma performance phase is often limited in duration by transport and MHD phenomena. Extensive work has been dedicated in recent years to the control of MHD instabilities, such as the neo-classical tearing modes (NTM) or resistive wall modes (RWM), but integrated real-time control of the magneto-thermal plasma state, i.e. simultaneous magnetic and kinetic control of plasma profiles and parameters such as the current profile, the pressure profile (or the normalized pressure parameter, $\beta_n$) and, in ITER, the alpha-particle power, are also essential for the extrapolation of the scenarios to long-pulse or steady state operation. In present-day devices, the regulation of plasma parameter profiles
is also motivated by the potential gain that it could yield in running stable and reproducible discharges, in order to study the physics of AT scenarios for ITER.

An integrated model-based plasma control approach has been initiated on JET [4] and pursued on JT-60U and DIII-D [5-6], under the framework of the International Tokamak Physics Activity for Integrated Operation Scenarios (ITPA-IOS). It relies on generic, data-driven, system identification techniques and on singular perturbation control methods [7]. The algorithm to determine the device-specific, control-oriented (approximate) models that are needed for controller design was developed and validated using data from these three tokamaks [5], and also using data obtained from ITER simulations [8]. Data-driven control-oriented models were subsequently used to synthesize integrated controllers for the simultaneous control of the current profile and of $\beta_N$ in the DIII-D high-$\beta_N$ steady state scenario, and for current profile and burn control simulations in the ITER hybrid scenario. The DIII-D Plasma Control System (PCS) has been upgraded for these experiments and its control capability has been expanded to include the possibility of simultaneously controlling the evolution of one magnetic radial profile such as the internal poloidal flux, $\Psi(x)$, the safety factor, $q(x)$, its inverse, $\iota(x)$, or $d\Psi/dx$, and up to two kinetic profiles (e.g. toroidal rotation and ion temperature) and one scalar parameter such as the normalized pressure parameter, $\beta_N$.

Two controllers based on data-driven models with slightly different algorithms, were tested. Sections 2 and 3 describe the choice of the relevant state variables, the structure of the reduced state-space models and the main features of the two control algorithms. Then in the following sections, the experimental results for the control of $\Psi(x)$, $\iota(x)$, and the simultaneous control of $\Psi(x)$ or $\iota(x)$, and $\beta_N$ will be described. The last section deals with the application of the same control scheme to ITER using numerical simulations.

2. Two-time-scale state-space structure of the dynamic plasma models

In a tokamak, the multiple parameter profiles that define the plasma state (poloidal magnetic flux, safety factor, plasma density, velocity, pressure, etc) are known to be strongly and nonlinearly coupled. However, because of this linkage, the profiles that need be controlled in real-time to reach a given equilibrium and regulate the plasma around that state may be reduced to a minimal set of essential ones. In the control approach followed here, the linkage between magnetic and kinetic plasma parameters and profiles is given more emphasis in the controller synthesis than the non-linearity of the system. Nonlinear plasma models are too complex and still too uncertain to be readily integrated in a profile controller design. However, well-identified nonlinearities could be taken into account in the future, if needed.

Thus, based on the structure of flux-averaged transport equations, a control-oriented, grey box, state space plasma model is postulated to consist of a set of strongly coupled linearized plasma response equations that only depends on the normalized radius $x$ and time $t$ [4-5]:

$$\frac{\partial \Psi(x,t)}{\partial t} = L_{\Psi,\Psi} \{x\} \cdot \Psi(x,t) + L_{\Psi,K} \{x\} \cdot X + L_{\Psi,P}(x) \cdot P(t) + V_{ct}(t)$$

(1)

$$\varepsilon \frac{\partial X}{\partial t} = L_{K,\Psi} \{x\} \cdot \Psi(x,t) + L_{K,K} \{x\} \cdot X + L_{K,P}(x) \cdot P(t)$$

(2)

Here, the magnetic flux, $\Psi(x,t)$, and a set of kinetic profiles and scalar parameters represented by the vector $X$ (such as density, toroidal velocity, ion and electron temperatures, or $\beta_N$ and, in a burning plasma, the alpha-particle power, $P_{\alpha}$) appear as the most natural state variables of the system for our purposes. The system is linearized around an equilibrium state which is
referred to as the reference state, and which needs not be known explicitly. The radial variable, \( x \), is defined as \((\Phi/\Phi_{\text{max}})^{1/2}\) where \( \Phi(x) \) is the toroidal flux within a given flux surface, and \( \Phi_{\text{max}} \) its maximum value at the last closed flux surface. In Eq. (1-2), the plasma boundary flux has been subtracted from the total poloidal flux so that \( \Psi(1,t)=0 \). The unknown differential operators \( L_{\alpha,\beta}\{x\} \) and row vectors \( L_{\alpha,\beta}(x) \) that characterize the linear response of the system depend on \( x \) but are independent of time \( t \), and the input vector \( P(t) \) contains the powers from the heating and current drive (H&CD) systems. After projection onto radial basis functions, a lumped-parameter version of the model is obtained, in which all distributed variables and unknown operators reduce to vectors and matrices. The small constant parameter \( \varepsilon \) \( (\varepsilon << 1) \) represents the typical ratio between the kinetic and the resistive diffusion time scales. As the order of magnitude of \( \varepsilon \) is about 0.05 in present-day tokamaks and 0.001 in ITER, we use the theory of singularly perturbed systems both for model identification and controller design [7]. Eq. (1-2) thus reduce to a slow dynamic model,

\[
\Psi(t) = A_s \cdot \Psi(t) + B_s \cdot U_s(t), \quad X_s(t) = C_s \cdot \Psi(t) + D_s \cdot P_s(t)
\]

and a fast dynamic model,

\[
\dot{X}_f(t) = A_f \cdot X_f(t) + B_f \cdot P_f(t)
\]

where the vector \( U \), containing inputs \( P \) and \( V_{\text{ext}} \), and all the kinetic variables contained in \( X \) are to be split into a slow and a fast component labeled by subscripts \( S \) and \( F \), respectively \((X=X_S+X_F)\). Details concerning this approximation and the identification of a two-time-scale plasma response model from experimental or simulated data are given in references [4, 5].

3. Model-based control designs

A near-optimal controller was obtained by applying the theory of singular perturbations to optimal control [7], a technique that properly decouples the two time scales when the parameter \( \varepsilon \) is sufficiently small (Eq. 2). The algorithm uses two main feedback loops [4]:

(i) A proportional-plus-integral (PI) control loop which drives the system on the resistive time scale towards a self-consistent equilibrium state which minimizes a given cost function;

(ii) A fast proportional control loop that regulates the transient behaviour of the kinetic variables on the plasma confinement time scale when they are subject to rapid disturbances.

The composite control algorithm provides \( U(t) = U_s(t) + U_f(t) \), the best \( O(\varepsilon^2) \) solution to the minimization of the cost functional (the + superscript is used for transposition):

\[
J[U(t)] = \int_0^\infty dt \left[ \begin{bmatrix} \Delta \Psi^*(t) & \Delta X^*(t) \end{bmatrix} \cdot Q \cdot \begin{bmatrix} \Delta \Psi(t) \\ \Delta X(t) \end{bmatrix} + \alpha_\varepsilon^2 \xi^*(t) \cdot \xi(t) + U^*(t) \cdot R \cdot U(t) \right]
\]

where the vectors \( \Delta \Psi \) and \( \Delta X \) contain the error signals, \( \xi(t) = \int_0^t K_\varepsilon \cdot \begin{bmatrix} \Delta \Psi(\tau) \\ \Delta X(\tau) \end{bmatrix} d\tau \), and \( U(t) \)

is the actuator vector. \( Q \) and \( R \) are positive-definite matrices and \( K_\varepsilon \) is an appropriate rectangular scaling matrix that characterizes integral control. When these matrices are properly tuned, the controller offers a good compromise between performance and cost in terms of actuator power. Another important feature of the algorithm is that, when \( K_\varepsilon \) and \( \alpha_\varepsilon^2 \) are judiciously chosen, the integral feedback control drives the system towards the self-consistent equilibrium that minimizes the steady state cost function,
\[ I_x = \int_0^1 \left[ \Psi(x) - \Psi_{\text{target}}(x) \right]^2 \, dx + \lambda_{\text{kin}}^2 \int_0^1 \left[ X_x(x) - X_{\text{target}}(x) \right]^2 \, dx \]  

(6)

and is achievable with the given actuators [4]. \( \lambda_{\text{kin}} \) is a weighting parameter that is zero for pure magnetic control. The number of positive singular values of the \( K_x \) matrix defines the order of the controller. The larger this number is, the lower \( I_x \) can be, but this may require actuator values that lead to actuator saturation. A compromise can then be found by truncating the singular value expansion of the \( K_x \) matrix, thus reducing the controller order.

The second controller used in the experiments is a mixed-sensitivity controller reported in detail in [6] and is obtained by applying the theory of robust control. A singular value decomposition (SVD) of the steady-state plasma response model is carried out to decouple the system and identify the most relevant control channels. The dynamic plasma response model is then explicitly integrated into the synthesis of a feedback controller that minimizes the reference tracking error and rejects external disturbances with minimal control energy and guaranteed bounds of robustness. The feedback controller, which corrects the time-varying feedforward control inputs, is then augmented with an anti-windup compensator, which keeps the given profile controller well-behaved in the presence of magnitude constraints in the actuators and leaves the nominal closed-loop unmodified when no saturation is present.

4. Closed-loop control of the poloidal flux profile on DIII-D

The chosen reference plasma state around which the data-driven models were identified on DIII-D was that of a 1.8 Tesla, \( \beta_N \)-controlled AT scenario, at a central plasma density, \( n_{ce} \approx 5 \times 10^{19} \text{ m}^{-3} \) and plasma current, \( I_p = 0.9 \text{ MA} \). The scenario had been developed to combine non-inductive current fractions near unity with normalized pressure \( 3.5 < \beta_N < 3.9 \), bootstrap current fractions larger than 65\%, and a normalized confinement factor, \( H_{98(2)} \approx 1.5 \) [1].

Neutral beam injection (NBI) and electron cyclotron current drive (ECCD) systems provided the H&CD sources for these experiments. The magnetic profiles were obtained in real time from a complete equilibrium reconstruction using motional Stark effect (MSE) data from two dedicated beamlines. They injected in the co-current direction a baseline power of 2 MW and were not used for control. Other available beamlines and gyrotrons were grouped to form six independent H&CD actuators: \( i \) on-axis co-current NBI power, \( P_{\text{CO}} \), \( ii \) off-axis co-current NBI power, \( P_{\text{OA}} \), \( iii \) counter-current NBI power, \( P_{\text{CNT}} \), \( iv \) balanced NBI power, \( P_{\text{BAL}} \), \( v \) total ECCD power from up to 6 gyrotrons in a fixed off-axis current drive configuration, \( P_{\text{EC}} \), and \( vi \) either \( V_{\text{ext}} \) or the plasma current, \( I_p \). A feedforward+feedback control of the central ohmic coil voltage and current was satisfactory to provide the requested surface loop voltage.

In the first experiment using near-optimal control, the poloidal flux profile, \( \Psi(x) \), was controlled from \( t=2.5s \) to \( t=6s \) (i.e. starting after a 1s current flat-top), with four available actuators: \( P_{\text{CO}}, P_{\text{BAL}}, P_{\text{EC}} \) (with only 5 gyrotrons) and \( V_{\text{ext}} \). The \( \Psi \) vector consisted of the values of \( \Psi(x) \) at 9 radii \( (r=0.1, \ldots 0.9) \) and the \( Q \)-matrix was chosen in such a way that the quadratic \( \Psi^T Q \Psi \) was approximately equal to the integral of \( \Psi(x)^2 \) from \( x=0.1 \) to 1. \( K_x \) was a pseudo-inverse of the steady state gain matrix of the model, limited to its 2 principal components so that the controller order was 2. Three different values of the integral weight parameter, \( \alpha_{\text{wi}} \), were used (4, 10 and 25). The profile control phase started at \( t=2.5s \), i.e. 1s after the initial current ramp-up, and the best controller performance was obtained with \( \alpha_{\text{wi}} = 25 \). This is illustrated on Fig. 1 which shows the time traces of \( \Psi(x) \) at \( x=0.1, \ldots 0.9 \) (the 9 target values are represented by
segments) and the $\Psi(x)$ profile at $t=2.5\text{s}$, $4\text{s}$ and $6\text{s}$, respectively, for shot #146416. The time evolution of the actuators is also displayed.

5. Simultaneous control of the current profile and $\beta_N$ on DIII-D

5.1. Control of the poloidal flux profile and $\beta_N$

Simultaneous control of the poloidal flux profile and of the normalized pressure parameter, $\beta_N$, was performed using the near-optimal two-time-scale algorithm described in section 3. The counter-current NBI actuator, $P_{\text{CNT}}$, became available, so a total of 5 independent actuators were used, with also a little more power in the ECCD actuator from 6 gyrotrons. The $\Psi$ vector still consisted of the values of $\Psi(x)$ at 9 radii ($x=0.1, \ldots, 0.9$) and the $Q$ matrix was chosen as before with, however, an additional diagonal element equals to $\lambda_{\text{kin}}^2$ corresponding to the weight on $\beta_N$ control. Based on the magnitude of the steady state gain matrix of the model, this weight was chosen as $\lambda_{\text{kin}} = 0.3$. With this choice for $\lambda_{\text{kin}}$, controllers of order 2 and 3 were tested, starting from $t=2.5\text{s}$. The order-3 controller with $\alpha_\text{o} = 10$ showed the best performances. Then, the start time of the control phase was moved forward from $2.5\text{s}$ to $1\text{s}$, i.e. during the usual current ramp-up phase. The controller performed well, although the data-driven model was identified using only data after $2.5\text{s}$, i.e. after the plasma equilibrium had relaxed from the initial current ramp-up phase [5]. Figure 2 shows the time traces of $\Psi(x)$ at $x=0.1, \ldots, 0.9$ (the 9 target values are represented by segments) and the $\Psi(x)$ profile at $t=0.5\text{s}$, $2.4\text{s}$ and $5\text{s}$, respectively, for shot #146463. The bottom right frame shows $\beta_N$ following its 2.5 target, the plasma current floating slightly above 1 MA, and the MHD activity versus time. Despite an $n=1$ MHD mode from $t=2.3\text{ s}$ to the end, and the saturation of the balanced injection actuator between $t=2\text{s}$ and $t=4\text{s}$, simultaneous $\psi(x)$ and $\beta_N$ control was successful.
5.2. Control of the safety factor profile and $\beta_N$

The safety factor profile, defined as $q(x) = -\frac{d\Phi(x)}{d\Psi(x)}$, was also controlled, through its inverse, $\iota(x)$. Control of $\iota(x)$ and simultaneous control of $\iota(x)$ and $\beta_N$ were first performed through a mixed-sensitivity robust control algorithm (section 3). Here the actuators were $P_{CO}$, $P_{CNT}$, $P_{BAL}$, $P_{EC}$ and $I_p$. Figure 3 shows an example where the controller was switched on from $t=2.5$ s until $t=4.75$ s and from $t=5$ s until $t=6$ s. Disturbances in the actuators were artificially introduced at $t=3$ s. The target and achieved values of $\iota(x)$ at $x = 0.2, 0.4, 0.5, 0.6, 0.8$ and of $\beta_N$ can be compared. Good control was observed, with a clear recovery after the injection of disturbances and the momentary shutdown of the feedback controller.

In another experiment, the near-optimal controller was used and the actuators included off-axis NBI power, $P_{OAs}$, together with $P_{CO}$, $P_{CNT}$, $P_{EC}$ and $V_{ext}$. The $\iota(x)$ target corresponded to a broad flat q-profile between $x=0$ and $x \approx 0.6$, with a minimum value, $q_{\text{min}}=1.7$. The magnetic field, 1.7T, was lower than it was when the model had been identified (1.8T) and its...
direction was reversed. A crude model for the response of the plasma to off-axis beams was used. The control phase for $\iota(x)$ began at 1 s, during ramp-up, the radial control window was $0.05 \leq x \leq 0.6$ and $\beta_N$ was not controlled. The controller satisfactorily tracked the $\iota(x)$ target profile for $x \leq 0.6$ (Fig. 4), until the plasma current reached about 1.2 MA. The $q$-profile is shown on the top right frame at $t = 1s$, 2s and 3s together with the target values at $t=2s$ and 3s. At $t \approx 2.7 \text{ s}$ the controller surface loop voltage request became negative but, for technical reasons due to a wrong setting of the premagnetization in this discharge, the request could not be followed (Fig. 4, bottom right) and control was lost. Nevertheless, without any feedforward command except the constant reference surface voltage and powers around which the model was linearized, the controller successfully ramped the plasma current up while tracking the given $\iota(x)$ or $q(x)$ target profile.

![Graph](image)

Fig. 4. Shot #150083. Left: $\iota(x)$ at $x=0.05$, 0.1, 0.2, ...0.6 vs time and target traces (segments). A vertical line shows loss of control at 2.7 s. Top right: $q$-profiles at $t=1s$, 2s and 3s and target values at $t=2s$ and 3s. Bottom right: Plasma current (green), requested (blue) and delivered (red) $V_{surf}$ vs time.

6. Current profile and burn control simulations in ITER

The near-optimal two-time-scale control algorithm used on DIII-D was also coupled to a simplified transport code, METIS [9], to simulate integrated current profile control and burn control in ITER using all the actuators that are foreseen on ITER, NBI (2 actuators with 16.5 MW each), ECRH, ICRH and LHCD with 20 MW each, and the surface voltage as in DIII-D. We consider a hybrid scenario that was obtained from open loop METIS simulations [10] with a plasma current $I_p=12\text{MA}$, a magnetic field $B=5.3\text{T}$, and a fusion power of 550 MW. The METIS code computes the time evolution of the global plasma quantities for given waveforms of the input parameters. It solves the current diffusion equation taking into account an approximate equilibrium evolution. Thanks to a simplified treatment of the sources and of their spatial dependences, closed-loop simulations can run in a CPU time which is close to real time in ITER, while retaining the main plasma non-linearities. Based on the simulated response data from the 6 actuators, a model was identified for the responses of $\Psi(x)$, $\beta_N$ and $P_\alpha$ to the actuators (Eq.1-2), the near-optimal controller parameters were
computed using the identified model, and the various weights in the controller cost functions (Eq. 5-6) were adequately tuned [8]. In the example shown in Fig (6a-b), \( \Psi(x) \), \( P_\alpha \) and \( \beta_N \) satisfactorily reach different preset target values at different times (Fig 7a-b). Further investigations with more comprehensive plasma simulators will be necessary to fully assess the potentiality of the controller in burning plasmas.
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**Fig. 6.** ITER closed-loop control simulation. Left: \( \Psi(x) \) at \( x=0, 0.1, \ldots, 0.9 \) vs time and target traces (dotted). Right: Alpha-particle power (red) and \( \beta_N \) (blue) and target traces (dotted).

7. Conclusion

A generic method for integrated magnetic and kinetic control based on semi-empirical models that can be identified either from experimental or simulation data is being experimentally investigated on DIII-D and simulated on ITER. First results are very encouraging and need to be confirmed by further experiments and simulations. The method provides a readily available alternative to first-principle plasma modeling for designing integrated magnetic and kinetic controllers, and can be applied to different tokamaks, with different sets of actuators and sensors. More investigations will also be necessary, on a variety of devices, to validate such controllers and develop advanced plasma control in ITER.
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